An intracerebral exploration of functional connectivity during word production
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Abstract
Language is mediated by pathways connecting distant brain regions that have diverse functional roles. For word production, the network includes a ventral pathway, connecting temporal and inferior frontal regions, and a dorsal pathway, connecting parietal and frontal regions. Despite the importance of word production for scientific and clinical purposes, the functional connectivity underlying this task has received relatively limited attention, and mostly from techniques limited in either spatial or temporal resolution. Here, we exploited data obtained from depth intra-cerebral electrodes stereotactically implanted in eight epileptic patients. The signal was recorded directly from various structures of the neocortex with high spatial and temporal resolution. The neurophysiological activity elicited by a picture naming task was analyzed in the time-frequency domain (10–150 Hz), and functional connectivity between brain areas among ten regions of interest was examined. Task related-activities detected within a network of the regions of interest were consistent with findings in the literature, showing task-evoked desynchronization in the beta band and synchronization in the gamma band. Surprisingly, long-range functional connectivity was not particularly stronger in the beta than in the high-gamma band. The latter revealed meaningful sub-networks involving, notably, the temporal pole and the inferior frontal gyrus (ventral pathway), and parietal regions and inferior frontal gyrus (dorsal pathway). These findings are consistent with the hypothesized network, but were not detected in every patient. Further research will have to explore their robustness with larger samples.
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1 Introduction
Contemporary views about language processing have evolved from the classic ideas developed by Broca (1861), Wernicke (1869), and Lichtheim (1885), or Geschwind (1970), to models and descriptions that are substantially more specific and complex (Tremblay and Dick 2016). Classic models highlighted a distinction between language comprehension and production, with corresponding specializations in the posterior temporal cortex and the inferior frontal gyrus of the language-dominant hemisphere. Today, language processing is understood as a distributed global network of neural structures that are devoted to diverse subprocesses (Price 2012), functionally organized in multiple processing streams (Poeppel et al. 2012) through dorsal and ventral anatomical pathways (Fig. 1; e.g. Petrides 2014).

1.1 Anatomo-functional divisions
Consider a word production task in which pictured objects are named out-loud (Snodgrass and Yuditsky 1996), and many regions of the language network are recruited (e.g. Hickok 2012; Roelofs 2014; Ueno et al. 2011). Early visual processing stages recruit occipital and temporal
regions (e.g., fusiform gyrus and the medial temporal gyrus; Goodale and Milner 1992; Grill-Spector and Weiner 2014). Semantic processing recruits the temporal pole and the angular gyrus (Binder and Desai 2011; Lambon-Ralph et al. 2016). Word processing is often associated with middle temporal lobe (reviewed in Indefrey 2011), with a possible role of medial temporal lobe regions (e.g., hippocampus) in visual word retrieval (Hamamé et al. 2014; Llorens et al. 2016; see also Covington and Duff 2016; Moscovitch et al. 2016; Piai et al. 2016). Phonological and articulatory processes are associated to parietal and prefrontal regions (e.g., Dell et al. 2013; Fridriksson et al. 2016; Rogalsky et al. 2015; Schwartz et al. 2012; Han et al. 2016).

### 1.2 Network pathways

Such regions are connected through various anatomical pathways (details in Petrides 2014). The visual ventral pathway connects occipital regions to inferior temporal regions, onwards to the temporal pole and mesial areas (Clarke and Tyler 2015). Temporal and frontal areas are connected dorsally, through parietal areas, by the middle longitudinal fasciculus (Catani et al. 2005), and by the arcuate fasciculus, thought to play a crucial role, since the classic Geshwind model, in connecting superior temporal regions with prefrontal areas (Catani and Mesulam 2008). The areas in the parietal lobe (e.g. Angular Gyrus and Supra-Marginal Gyrus) are differentially connected to sub-regions within the prefrontal area (Catani and Mesulam 2008; Petrides 2014; Parlatini et al. 2017) by the major branches of the superior longitudinal fasciculus, which is not always distinguished from the arcuate fasciculus cited earlier. Finally, anterior temporal areas are also anatomically connected to the different sub-regions in inferior frontal gyrus by an alternative ventral pathway that includes the uncinate fasciculus and the extreme capsule fasciculus (Makris and Pandya 2009; Papagno 2011).

### 1.3 Task-related functional connectivity

The evidence for the pathways described above comes from comparative studies in macaque monkeys (e.g., Petrides and Pandya 2009), and, in humans, from metrics derived from structural diffusion tensor imaging (DTI) connectivity and from functional magnetic resonance imaging (fMRI) resting-state connectivity (e.g., Margulies and Petrides 2013; Fuertinger et al. 2015; Saur et al. 2008; Sheldon et al. 2016; Sheldon and Moscovitch 2012; Uddin et al. 2010). Comparatively, there are relatively few studies in which functional connectivity analysis are directly derived from word production tasks. These studies are highly diverse (Table 1), leaving many open questions regarding functional connectivity during word production. Of particular interest to our own approach are previous explorations based on intracerebral recordings, which provide neurophysiological signals with high spatial and temporal resolutions (see also Llorens et al. 2011). These have shown that the network dynamic structure is substantially modulated by broad task requirements (e.g., visual vs. auditory input, or spoken vs. signed output: Korzeniewska et al. 2011; Collard et al. 2016), while still reflecting the expected language pathways described above (Flinker et al. 2015), and sometimes refining them (Rolston and Chang in press).

### 1.4 The current study

The hypothesis tested here is that the structural pathways reviewed above are dynamically operational during cognitive language tasks. If such is the case, the dynamic functional activity elicited during a word-production task should reveal statistical dependencies between brain regions. Based on our past research, we were particularly interested in identifying regions that were simultaneously and similarly active during the task (Dubarry et al. 2017). Given this goal, our exploration purposely avoided exploring metrics that involve delays between regions. Instead of focusing on a particular frequency band, as was done there, here we explored separately the similarity of functional activity between pairs of brain structures in the $\beta$ band (12–30 Hz) and the $\gamma_{\text{high}}$ band (70–150 Hz) on a trial-by-trial basis. Electrophysiological oscillations in different frequency bands co-occur with perceptual, cognitive and sensory-motor tasks, and it is acknowledged that they can correlate with different cognitive states (Wang 2010). The
Table 1: A sample of previous explorations of functional connectivity during word production based on neurophysiological signals

<table>
<thead>
<tr>
<th>Reference</th>
<th>Signal analysis</th>
<th>Frequency</th>
<th>Cognitive focus</th>
<th>Main findings</th>
<th>Interpretation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ewald et al. (2012)</td>
<td>EEG: Coherency, Weighted minimum norm estimate demixed with Minimum Overlap Component Analysis (MOCA)</td>
<td>∼7 Hz (θ band)</td>
<td>Contrast between two lexicosemantic conditions</td>
<td>Modulation of the imaginary part of coherency.</td>
<td>Fronto-temporal network linked to word retrieval processes.</td>
</tr>
<tr>
<td>Hassan et al. (2015)</td>
<td>EEG: Weighted minimum norm, phase locking values, clustering algorithm</td>
<td>30–45 Hz (γlow band)</td>
<td>Task network</td>
<td></td>
<td>Different sequential brain states can be related to specific processing stages.</td>
</tr>
<tr>
<td>Liljestrom et al. (2015)</td>
<td>MEG: Cross-spectral density values, source localized with event-related Dynamic Imaging of Coherent Sources</td>
<td>25–32 Hz (β band) and various bands within 30–90 Hz</td>
<td>Task network, contrasting overt vs. covert naming</td>
<td>Early, enhanced connectivity between parieto-temporal region and medial frontal cortices. Later, enhanced connectivity between sensorimotor and motor cortex with middle and inferior temporal gyri.</td>
<td>Task network reconfigurations in the time-range of a few hundred milliseconds.</td>
</tr>
<tr>
<td>Korzeniewska et al. (2011)</td>
<td>ECoG: event-related causality, electrical stimulation</td>
<td>70–115 Hz (γhigh band)</td>
<td>Spoken vs. signed production</td>
<td>Task network modulated by modality of output; peri-sylvian language areas functionally connected to either the mouth, tongue areas vs. hand, motor areas of motor cortex.</td>
<td>Highlights the subnetwork that is necessary for task performance.</td>
</tr>
<tr>
<td>Flinker et al. (2015)</td>
<td>ECoG: Granger causality</td>
<td>70–150 Hz (γhigh band)</td>
<td>Task network, word vs. pseudo-word reading</td>
<td>Temporal organization of activation in nodes of the left dorsal stream.</td>
<td>Cascade of activations from sensory to articulatory representations, “Broca’s” region silent during articulation.</td>
</tr>
</tbody>
</table>
Table 1 (continued)

<table>
<thead>
<tr>
<th>Reference</th>
<th>Cognitive focus</th>
<th>Frequency</th>
<th>Signal analysis</th>
<th>Main findings</th>
<th>Interpretation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rolston and Chang (in press)</td>
<td>ECoG: Imaginary coherence between sites</td>
<td>8–15 Hz (α band) &amp; other frequency bands</td>
<td>SEEG: Temporal overlap of single trial activations</td>
<td>Sites that disrupt language performance show higher functional connectivity than non-eloquent sites</td>
<td>Limited evidence for cognitive parallel processing. Task disruption may stem from network propagation rather than local interference.</td>
</tr>
<tr>
<td>Dubarry et al. (2017)</td>
<td>SEEG: Temporal overlap of single trial activations</td>
<td>70–150 Hz (γ high band)</td>
<td></td>
<td>Simultaneous activation of regions in single trials was not frequent.</td>
<td>Parallel processing in the task network</td>
</tr>
</tbody>
</table>

specific roles of these oscillations in language remains largely an open question. The $\gamma_{\text{high}}$ band was a focus of this study because it has been associated with language processing, particularly in intracerebral recordings (discussed in Lachaux et al. 2012; see also Gaona et al. 2011). The $\beta$ band was another focus of this study because it has been previously associated with various linguistics processes, including retrieval and sensorimotor processes (e.g., Liljestrom et al. 2015; Piai et al. 2015). Low-frequency oscillatory activity has been claimed to be the key mechanism for long-range neuronal interaction and information transfer (Donner and Siegel 2011). $\beta$ and $\gamma_{\text{high}}$ synchronization might be differentially involved in top-down vs. bottom-up processes within certain cognitive processes (Fries 2015).

In short, we sought to quantify similar co-activations among brain regions during word production across frequency bands.

2 Materials and methods

The experiment was performed at the Epilepsy Center of Cleveland Clinic, Ohio, United States of America. It had been approved by the local Institutional Review Board with approval number 16-466. All participants gave their informed written consent before being enrolled.

2.1 Participants

The participants were eight epileptic patients (3 men, 5 women; 42.5 ± 11.5 years old) that did not respond to standard drug treatments and that had been implanted with intracerebral electrodes for pre-surgical diagnostic purposes. The choice of electrode location had been based on a pre-implantation patient management conference and was made independently of the present study (Fig. 2). Criteria for patients undergoing SEEG implantation were reviewed by clinicians to determine patient eligibility for enrollment in the current study. If the patient met study criteria, research staff not involved in the surgery implantation or post-surgical care contacted the patient for potential participation in the study. Participation in the study did not alter the patients’ clinical care, particularly it had strictly no influence on the originally planned SEEG procedure (Johnson et al. 2014). The participants’ demographics are presented on Table 2.

2.2 Behavioral task

The cognitive experiment was based on a previous study performed by (Llorens et al. 2014). Word production was elicited in a picture naming task involving 36 pictures of common objects (Fig. 3). Following a common
practice in cognitive studies of language production (Bock 1996, p. 407), participants were first familiarized with the pictures; they named them one by one and received oral corrective feedback when they provided unexpected responses, in order to reduce the diversity of possible responses. During the experimental testing itself, participants were instructed to name each object as fast as possible and to remain silent if they did not recognize the picture or could not name it. The pictures in a block were either from a single semantic category (e.g., vehicles; semantically homogeneous block) or from the 6 different semantic categories (semantically heterogeneous block). No attempt was made to analyze the blocks separately (as done by Ewald et al. 2012) in the current study, which remained focused on the task network rather than its modulations.

The experiment was controlled by the software E-Prime v2.0.1 (Psychology Software Tools, Pittsburgh, USA). For the duration of the procedure, an experimenter was sitting near the participant to monitor the task and take note of erroneous responses. In four participants, naming

Table 2 Demographic and clinical data information for each patient

<table>
<thead>
<tr>
<th>ID</th>
<th>Age [yr.]</th>
<th>Sex</th>
<th>Hand.</th>
<th>LDH</th>
<th>DOE [yr.]</th>
<th>CEZ</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>35</td>
<td>female</td>
<td>right</td>
<td>left</td>
<td>23</td>
<td>L MTL</td>
</tr>
<tr>
<td>2</td>
<td>45</td>
<td>male</td>
<td>right</td>
<td>N/A</td>
<td>44</td>
<td>R MTL</td>
</tr>
<tr>
<td>3</td>
<td>61</td>
<td>female</td>
<td>right</td>
<td>left</td>
<td>11</td>
<td>L TSR</td>
</tr>
<tr>
<td>4</td>
<td>53</td>
<td>female</td>
<td>right</td>
<td>left</td>
<td>18</td>
<td>R FTL</td>
</tr>
<tr>
<td>5</td>
<td>48</td>
<td>female</td>
<td>left</td>
<td>left</td>
<td>4</td>
<td>L MTL</td>
</tr>
<tr>
<td>6</td>
<td>27</td>
<td>male</td>
<td>right</td>
<td>left</td>
<td>19</td>
<td>L TpsR</td>
</tr>
<tr>
<td>7</td>
<td>40</td>
<td>female</td>
<td>right</td>
<td>left</td>
<td>23</td>
<td>L MTL</td>
</tr>
<tr>
<td>8</td>
<td>31</td>
<td>male</td>
<td>right</td>
<td>left</td>
<td>2</td>
<td>L TPR</td>
</tr>
</tbody>
</table>

Hand., Handedness; LDH, Language-Dominant Hemisphere; DOE, Duration Of Epilepsy; CEZ, Clinically-annotated Epileptogenic Zone; MTL, Mesial Temporal Lobe; FTL, Fronto Temporal Lobe; TSR, Temporo-sylvian Region; TpsR, Temporo-perisylvian Region; TPR, Temporo-parietal Region; L, Left; R, Right
latencies were recorded with a microphone. When available (i.e., for half the patients), these latencies were used to identify inappropriate recordings, defined as trials with a response time inferior to 200 ms (e.g., anticipations or noisy hesitations). In all participants, inappropriate responses (errors, omissions, etc.) were identified online by the experimenter during the procedure. All inappropriate recordings and responses were excluded from the functional data analysis.

2.3 Neural recordings

During the task, continuous SEEG was recorded for all participants. For each participant, 8–13 stereotactically placed depth electrodes were implanted. The electrode contacts were 0.8 mm in diameter, 2 mm in length, and spaced 1.5 mm apart. Depth electrodes were inserted in either orthogonal or oblique orientations using a robotic surgical implantation platform (ROSA, Medtech Surgical Inc., USA) allowing intracranial recording from lateral, intermediate and/or deep cortical and subcortical structures in a three-dimensional arrangement (Johnson et al. 2014). The day prior to surgery, volumetric pre-operative MRIs (T1, contrasted with Multihance 0.1 mmol kg⁻¹) were obtained and used to pre-operatively plan electrode trajectories. All trajectories were evaluated for safety; any trajectory that appeared to compromise vascular structures was adjusted appropriately without affecting the sampling from areas of interest.

SEEG electrophysiological data was acquired using a conventional clinical electrophysiology acquisition system (Nihon Kohden 1200, Nihon Kohden America, USA) at a sampling rate of 1 kHz and 300 Hz anti-aliasing filter. Behavioral event data were simultaneously acquired during behavioral experiments along with the SEEG electrophysiology and stored for subsequent analysis. All signals were referenced to a contact affixed to the skull. Archived electrophysiological data was not filtered prior to offline analysis.

Each patient had electrode contacts characterized according to anatomical location. The anatomical locations of all contacts were identified through inspection of post-operative imaging, requiring agreement by two clinical experts.

2.4 Regions of interest

Ten anatomical regions of interest (ROIs) were selected out of the 83 regions available based on previous work on the word production network reviewed in the introduction. These ROIs comprised four regions of the left temporal lobe, two regions of the left parietal lobe, and four regions
of the left frontal lobe, which are illustrated in Fig. 4 and detailed in Table 3. Even if none of the participants had recordings from all ten regions, it was checked that each one had at least one recording in the posterior temporal/parietal region or in the frontal zone, to provide for a sizable connectivity analysis.

### 2.5 Signal processing

**Spectral analysis, artifact removal, and normalization** To remove electric line noise, frequencies around 60 Hz and their harmonics were attenuated using a Notch filter, specifically, a second-order IIR notch filter centered around 60 Hz with a bandwidth of 3 Hz and a bandwidth attenuation of 1 dB; the same parameters were then used to remove the first harmonic, i.e. centered around 120 Hz. The oscillatory power of each signal was then calculated using the Continuous Morlet Wavelet Transform (CWT) (Morlet 1983). Wavelet coefficients were calculated for each SEEG electrode contact at 33 different frequencies ranging from 10 to 155 Hz. Wavelet power-time series were computed by taking the square absolute value of these frequency coefficients, and smoothing them in time using a 100 ms window sliding at 25 ms steps. The wavelet method was chosen over the usual Fourier transform (Dumermuth et al. 1983). The duration of the sliding window (100 ms) was selected to cover the entire width of the wider wavelet (i.e., the 10 Hz wavelet) which was of approximately 95 ms.

Extreme values of power, potentially related to artifacts, were identified and treated as follows. For every contact, the log of the power was computed for each of the 33 Morlet frequencies separately, to take into account the $1/f$ distribution of power across $f$. Within each frequency, log-power values were sorted and divided in 100 percentiles. Values above and below $1.5 \times IQR$ (IQR: interquartile range) were considered as outliers and excluded from the data. Later, after epoching (see below), trials were inspected for their proportions of such extreme power values. Trials in which at least 10 frequencies showed many extreme power values, defined as 75% or more excluded values, were removed from the analysis. This resulted in the exclusion of an average of $7.5 \pm 5.9$ trials per patient. Finally, the log-power time-series for each Morlet frequency was normalized by removing the mean and by dividing by the standard deviation of the pre-processed data.

**Cluster-based nonparametric statistical test** The next step of the analysis sought to identify contacts in the ROIs for which neural activity was significantly different between the baseline and the stimulus periods, i.e., which contacts contained task-relevant information. To do so, the normalized signal (see previous section) was segmented into 1500 ms epochs containing the fixation point and the picture display for every trial. Each of these epochs was further separated in two distinct periods to be compared: the baseline period and the stimulus-response period.

Baseline periods were time-locked to the onset of the fixation point and lasted 500 ms. Stimulus-response periods were time-locked to the onset of the picture and lasted 1000 ms. Because baseline periods were half the duration of picture periods (21 time-points vs. 41), the mean value of the log power across the 21 time windows was computed and replicated to reach a total duration of 41 time windows (i.e., baseline periods were represented by their log-power average across time). This choice was made after verifying that the baseline appeared rather stable across time for the whole duration of each epoch, with minimal deviations from the mean ($SD/mean \approx 0.0015$).

The statistical analysis explored the contrast between baseline vs. stimulus periods across all time-points and frequency values using independent two-sample $t$-tests. To deal with the multiple comparisons problem across time and frequency, a cluster-based non-parametric statistical test was used (Maris and Oostenveld 2007; Maris 2012), adapted here for intracerebral data. For each contact, a surrogate distribution of cluster values was created by permuting the condition labels (i.e., baseline vs. stimulus period) between trials. Within each of the 2000 random partition, $t$-statistics were computed for each time and frequency combination using an independent two-sample $t$-test. The resulting $p$-values were stored in a new $p$-value map ($2000 \times \text{time} \times \text{frequency}$). Significant samples ($p$-value $< 0.05$) that were adjacent either in frequency or in time in this map were grouped in clusters. Cluster-level statistics were calculated by taking the sum of all the $t$-statistics within each cluster; the maximum value

---

**Table 3** Left hemisphere coverage in each patient

<table>
<thead>
<tr>
<th>ID</th>
<th>Temporal</th>
<th>Parietal</th>
<th>Frontal</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>FG, H (h), H (t), TP</td>
<td>AG, SMG</td>
<td>IFG (POp)</td>
</tr>
<tr>
<td>2</td>
<td>TP</td>
<td>SMG</td>
<td>IFG (POb, POp)</td>
</tr>
<tr>
<td>3</td>
<td>FG, H (t)</td>
<td>AG, SMG</td>
<td>IFG (POp)</td>
</tr>
<tr>
<td>4</td>
<td>FG, H (h), TP</td>
<td>–</td>
<td>IFG (POp, PT)</td>
</tr>
<tr>
<td>5</td>
<td>FG, H (h), TP</td>
<td>SMG</td>
<td>SA</td>
</tr>
<tr>
<td>6</td>
<td>TP</td>
<td>–</td>
<td>IFG (POb, PT)</td>
</tr>
<tr>
<td>7</td>
<td>FG, H (h/t), TP</td>
<td>SMG</td>
<td>IFG (PT)</td>
</tr>
<tr>
<td>8</td>
<td>FG, H (h), TP</td>
<td>–</td>
<td>IFG (POp), SA</td>
</tr>
</tbody>
</table>

AG, Angular Gyrus; FG, Fusiform Gyrus; H (h), Hippocampus (Head); H (t), Hippocampus (Tail); IFG (POb), Inferior Frontal Gyrus (Pars Orbitalis); IFG (POp), Inferior Frontal Gyrus (Pars Opercularis); IFG (PT), Inferior Frontal Gyrus (Pars Triangularis); SA, Subcentral Area; SMG, Supramarginal Gyrus; TP, Temporal Pole
across the clusters of each permutation were included in the surrogate distribution. By putting the 2000 random partitions together to form a new null-distribution at the cluster-statistic level, it was now possible to compare the observed cluster-level statistics resulting from the real comparison between the two conditions and to compute their final cluster-statistic significance ($p$-value < 0.05). With this method, effects that are strong, long-lasting, and/or involving several frequencies are more likely to be significant than localized transient effects. Contacts in which no significant cluster was found were removed from further analysis.

The statistical clustering procedure was computed for the whole time-frequency plane, which was then inspected in more detail. Based on this examination, and on our interest for the $\beta$ and the $\gamma_{\text{high}}$ band (see Introduction), the significant clusters were cropped to their intersection with the frequency bands of interest: the $\beta$ band (12–30 Hz), and the $\gamma_{\text{high}}$ band (70–150 Hz).

### 2.6 Connectivity analysis

The operationalization of the hypothesis to be tested was that two brain regions are functionally connected if their trial-by-trial correlation in a specified frequency band was significantly positive or negative when compared to a null-distribution.

**Within each patient** To test the hypothesis, we first computed two signals for each task-relevant contact and for each trial: $\beta$ power and $\gamma_{\text{high}}$ power time-series. Then, for every task-relevant pair of contacts (i.e., with significant task-evoked activity), we computed the Pearson’s correlation coefficient between the time-series of single trials within each frequency band. This correlation has a value of 1 for total positive linear correlation, 0 for no linear correlation, and $-1$ for total negative linear correlation (Fig. 5a). The inter-regions pairwise correlations form a distribution for which we computed the 5% and 95%

### Table 4 Behavioral performance across the patients

<table>
<thead>
<tr>
<th>ID</th>
<th>Number of trials</th>
<th>Correct / Other</th>
<th>Response time [ms] (mean ± SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>240</td>
<td>240 / 0</td>
<td>NA</td>
</tr>
<tr>
<td>2</td>
<td>240</td>
<td>240 / 0</td>
<td>NA</td>
</tr>
<tr>
<td>3</td>
<td>240</td>
<td>233 / 7</td>
<td>849 ± 229</td>
</tr>
<tr>
<td>4</td>
<td>240</td>
<td>212 / 28</td>
<td>999 ± 415</td>
</tr>
<tr>
<td>5</td>
<td>240</td>
<td>240 / 0</td>
<td>NA</td>
</tr>
<tr>
<td>6</td>
<td>120</td>
<td>120 / 0</td>
<td>NA</td>
</tr>
<tr>
<td>7</td>
<td>240</td>
<td>240 / 0</td>
<td>753 ± 179</td>
</tr>
<tr>
<td>8</td>
<td>180</td>
<td>153 / 27</td>
<td>1137 ± 381</td>
</tr>
</tbody>
</table>
confidence bounds. Every pair of task-relevant contacts that fell below the 5th percentile or above the 95th percentile were designated as significantly functionally connected. Finally, we created a patient-specific connectivity matrix whose \((i, j)\) entry was the proportion of \((i, j)\) contacts-pairs that were both task-relevant and functionally connected above threshold, among all the \((i, j)\) contacts-pairs sampled in the patient (Fig. 5b).

**Group analysis** Beyond the quantification of intra-patient connectivity as single cases, a group analysis was computed to derive a more general picture of the word production network while dealing with the inevitable variability of brain signal across patients. Specifically, the binary (thresholded) connectivity matrices for each frequency band were added and a percentage matrix was computed by dividing each summed number by the actual total number of available connectivities.

## 3 Results

### 3.1 Behavioral results

A summary of behavioral performance across participants can be found in Table 4; when available, naming latencies are included. The rate of correct response was fairly good compared to other patients of the same population. As expected, the available naming latencies appeared highly variable from trial to trial within the 600–1400 ms range, a range which is typical also of healthy speakers (Snodgrass and Yuditsky 1996). Based on these values, a window duration of 1000 ms following picture onset was hypothesized to encompass most of the language production processes across participants and trials. The signal processing procedure described above (e.g. definition of time-window of interest) took into account this observation and was applied to correct trials only.

### 3.2 Task activity

The satellite map (Fig. 6) displays an overview of the activities elicited by the task in the frequency domain, for all brain areas of interest, across all patients. Regarding this task activity, the most remarkable result is the high consistency within and across patients of the responses observed in FG: a positive cluster with an early latency in higher frequencies, and a negative cluster in lower frequencies. A comparable pattern, delayed in latency, is observed in IFG Pars Opercularis, although here high frequency negative clusters prevail on some contacts. A somewhat similar pattern of activity, but much more variable across contacts and patients, was detected in the other sub-areas of IFG, Pars Triangularis and Pars Orbitalis, as well as in the parietal ROIs SMG and AG. SA activation, when detected, is clearly present later, around the time where vocalization begins (700–850 ms). This late response is observed in three contacts out of seven, all in one patient, as would be expected if the activation where very focal. Finally, between one third and one half of the contacts in Hippocampus (head and tail) and TP showed positive or negative clusters in high frequencies. Most of the clusters, however, were observed in low frequencies. There was great variability of the activation pattern within these latter ROIs. This could be expected for the large definition of region TP, and was more surprising for the much smaller sub-regions within hippocampus. Again, this is suggestive of rather focal responses, not detected on all contacts.

As a complementary information, the cells on the diagonal of the \(\beta\) and \(\gamma_{\text{high}}\) percentage matrices on Fig. 7 summarize within-patient homogeneity for each region or, more specifically, above-threshold within-patient correlations between the different recording contacts in each region. Within-patient consistency was always high, with the possible exception of IFG Pars Orbitalis.

### 3.3 Functional connectivity results

Group connectivity matrices (Fig. 7) quantify the similarity of task related neurophysiological activity across the brain areas of interest, now at the level of the population studied. These matrices indicate, for each pair of regions, the proportion of patients showing supra-threshold connectivity, based on the single-trial correlation of activities between the two regions (see Methods for details). Such proportion is always computed against the sub-population for which each pair of regions was simultaneously sampled (i.e., between 1 and 5 patients; sampling details in Table 3). The matrices on Fig. 7 are further summarized in Fig. 8.

The most visible observation is that, within the sub-lobar frontal, temporal, and parietal regions (Table 3), connectivity was by and large similarly detected in the \(\gamma_{\text{high}}\) and \(\beta\) bands. Between lobe connectivity is much more discrete. Parieto-frontal and fronto-temporal network connectivity are more often detected in \(\gamma_{\text{high}}\) than in \(\beta\) band, while the parieto-temporal network reveals largely similar connections in the two frequency bands. We review in turn each of these nodes, and then each of the sub-networks.

**Frontal regions** There were significant correlations between all three IFG regions, although such pairs were sampled only on one patient each. SA showed no correlation IFG Pars Opercularis.
Fig. 6 Overview of task activity on all the recording contacts. Each column represents a region. Each panel represents a bi-polar recording montage (difference between adjacent contacts), and depicts the baseline corrected power across the frequency plane (0–150 Hz), during the stimulus-response interval (0–1 s). The time-frequency clusters circled in black were revealed by the non-parametric significance test. The color border of each panel codes patient identity.
Fig. 7 Whole Population Connectivity Analysis in the Picture Naming Task. Distinguishing the $\beta$ and $\gamma_{\text{high}}$ Bands. The colour scale indicates the percentage of patients with supra-threshold connectivity between each pair of ROIs. The number in each block indicates the total number of participants in which the pair of ROIs was sampled. Grey cells correspond to pairs of regions that were not sampled simultaneously within any patient. Region name abbreviations are as in Table 3.

Fig. 8 Summary of the functional connectivity observed during word production across two frequency bands. The left and right columns are for $\beta$ and $\gamma_{\text{high}}$ frequency bands, respectively. (Top) Schematic representation on a sagittal view of the left hemisphere of the functional connections between the ten regions of interest. (Bottom) Network representation of the same data. Color represents the proportion of patients showing supra-threshold connectivity, as in Fig. 7. Line thickness represents the number of patients in the sample. Region abbreviations are for: AG, Angular Gyrus; FG, Fusiform Gyrus; H (h), Hippocampus (head); H (t), Hippocampus (tail); IFG (POb), Inferior Frontal Gyrus (Pars Orbitalis); IFG (POp), Inferior Frontal Gyrus (Pars Opercularis); IFG (PT), Inferior Frontal Gyrus (Pars Triangularis); SA, Subcentral Area; SMG, Supramarginal Gyrus; TP, Temporal Pole.
Parietal regions The two regions were consistently connected (in 2 out of 2 patients) in the $\beta$ band, but less consistently so (1 out of 2 patients) in the $\gamma_{\text{high}}$ band.

Temporal regions Among temporal regions, the clearest functional connectivity was observed within hippocampus, between its head and tail, in the $\beta$ band (and for 1 out of 2 patients in the $\gamma_{\text{high}}$ band). There were reliable connections between FG, TP, and the head of hippocampus. More specifically, FG and TP activity were correlated in the $\beta$ band, and slightly less reliably in the $\gamma_{\text{high}}$ band; FG and the head of hippocampus also showed correlated activity, again more reliable in the $\beta$ band; finally, TP and the head of hippocampus were correlated in both frequency bands. We note that temporal regions were those that were most often sampled in this studied (higher patient numbers for each region, visible in the diagonal cells), hence providing the more robust test within the ventral pathway.

Parieto-frontal network SMG was connected with IFG Pars Triangularis in the $\gamma_{\text{high}}$ band, more reliably than to IFG Pars Opercularis. AG, in turn, was connected (in 1 out of 2 patients) to IFG Pars Opercularis. The other connections, particularly in $\beta$, were either not-significant or not sampled.

Parieto-temporal network Connectivity was observed (in 1 out of 2 patients) between AG and FG in both frequency bands. The connections between SMG and temporal regions were less reliable.

Fronto-temporal network The fronto-temporal network is visible in a subset of the patients, never more than 2 out of 4. IFG Pars Triangularis and FG were correlated in the $\beta$ band, but not in the $\gamma_{\text{high}}$ band. IFG Pars Opercularis was correlated to TP and the tail of hippocampus, both in the $\gamma_{\text{high}}$ band. Connectivity with Pars Orbitalis could only be assessed with the temporal pole (TP) and was present in 1 out of 2 patients. SA did not show any consistent connectivity with the temporal regions.

4 General discussion

Previous research has established the existence of various pathways connecting language regions, often on the basis of animal models, or human functional connectivity at rest. Only a few studies have resorted to neurophysiological signals recorded during word production tasks have also been analyzed. These have used a variety of processing methods, and highlighted quite diverse conclusions (Table 1). Given this diversity, more research is needed to understand the functional connectivity underlying the primary ability of word production.

In the current study, we explored whether the posited language processing pathways could be identified in neurophysiological signals during a cognitive language production task. We resorted to bipolar stereo-tactic EEG (SEEG) measures, allowing a very precise location of activities recorded with high temporal resolution. We combined a cluster-based non-parametric statistical test, to identify task-active regions, with a frequency-specific correlation measure, to assess functional connectivity between recording contacts across regions. Our exploration was focused on frontal, parietal and temporal regions, which have been previously associated in various models with semantically driven word production (e.g. during picture naming: Hickok 2012; Roelofs 2014; Ueno et al. 2011).

4.1 Minor differences in the $\beta$ and $\gamma_{\text{high}}$ networks

In language research, particularly about language production, the specific roles played by oscillations occurring at different frequencies remain largely an open question. The $\beta$ and $\gamma_{\text{high}}$ bands were distinguished here because they have been linked to various language production processes in different contexts (see Introduction).

Based on current frameworks (Donner and Siegel 2011), we expected that lower frequency oscillations would play a prominent role in long-range communication and information transfer. Surprisingly, this was not the case. A possible interpretation of the regional (i.e., within lobe) $\beta$ network we observed would be a better efficiency of top-down modulation conveyed by the $\beta$ rhythms (Engel and Fries 2010). Overt picture naming task requires the integration of lexico-semantic, and phonological information, via selection processes, which can be linked to the temporal, parietal and frontal lobes, respectively (Indefrey 2011). A reasonable speculation is that the local connectivity in the beta band within these regions reflects the dominance of endogenous top-down influences for a faster and accurate response. Because the connectivity in both frequency bands was not markedly different, we will not systematically distinguish $\beta$ and $\gamma_{\text{high}}$ connectivity in the discussion, as originally planned, only acknowledge that the findings more often concerned $\gamma_{\text{high}}$. Still, given the postulated contrast between the roles of the two frequency bands inter-areal communication, it would be important that future work on functional connectivity during word production explores neural activation beyond the more popular $\gamma_{\text{high}}$ band (e.g., Llorens et al. 2016; Piai et al. 2015).

4.2 Functional sub-networks revealed

Parieto-frontal network Regions in the left parietal lobe (AG and SMG) were connected in some patients to different sub-regions in the frontal area. This is in broad
agreement with previous findings in structural connectivity (Catani and Mesulam 2008; Petrides 2014), as well as resting state functional connectivity (Margulies and Petrides 2013; Parlatini et al. 2017). These regions are linked by the superior longitudinal fasciculus and the arcuate fasciculus, whose damage entails conduction aphasia. We note however that our results did not reveal more fine grained distinctions that could have been expected (Margulies and Petrides 2013; see also Petrides and Pandya 2009). For example, we expected that SMG would show preferential connectivity to Pars opercularis, but instead we observed more reliable connectivity to Pars Triangularis. In contrast, Pars Opercularis was significantly connected to AG in one patient. The exploratory nature of our analysis, particularly the thresholding procedure, warrants further assessments of the differential strengths of the connections in these contrasts. We come back to this point below.

**Parieto-temporal network** We highlight the connectivity between both parietal regions (supra-marginal gyrus, SMG, and angular gyrus, AG), and the fusiform gyrus FG. The AG-FG connection is consistent with Uddin et al. (2010), and could presumably be sustained by the temporoparietal white matter bundle connecting these regions (Wu et al. 2016).

**Fronto-temporal network** Significant functional connectivity was detected in some patients between the temporal pole and the three IFG subdivisions. These regions are anatomically connected by the uncinate fasciculus and the extreme capsule Catani et al. (2005). The importance of this ventral pathway for semantically driven word production has been debated, with arguments in favor (Ueno et al. 2011) and against it (Roelofs 2014). While these results do not establish the direct connectivity, let alone anatomical connections, they give some support to the model in which semantically driven word production does involve a ventral pathway (Ueno et al. 2011). This conclusion does not exclude the possibility of the dorsal pathway mediated by AG, but we did not detect here any significant AG-TP connectivity (sampled in one patient).

The IFG has been frequently attributed roles in selection processes and in formulating an articulatory code during word production (Indefrey 2011; for evidence based on intra-cranial $\gamma_{\text{high}}$, see: Flinker et al. 2015, Riès et al. 2017). Consistent with a hierarchical structure of functions across the three sub-parts of IFG (see Bourguignon 2014, for review) in IFG, the significant connectivity between temporal areas and IFG was detected most often with Pars Opercularis in our picture naming task. The hippocampus tail displayed reliable connectivity with Pars Opercularis in 1 out of 2 patients. If confirmed, such hippocampal-prefrontal functional connectivity during word retrieval would add some credence to the involvement of hippocampus in visual word retrieval (Hamamé et al. 2014; Llorens et al. 2016; see also Covington and Duff 2016; Piai et al. 2016; Sheldon et al. 2016).

In contrast, we did not observe any significant connectivity between Pars Opercularis and SA, which is part of the ventral sensory motor cortex (Conant et al. 2018; Conant et al. for an earlier review, see 2014). This is in contrast with the reliable $\gamma_{\text{high}}$ functional connectivity, quantified with the Granger causality metric, reported by Flinker et al. (2015) between “Broca’s” and motor areas. The connectivity we used is not time-resolved, and is computed with zero-lag, therefore it only reveals similar simultaneous activation across regions (see next section).

### 4.3 The choice of a connectivity metric

The connectivity metric we chose, correlation in the time-frequency domain for two frequency bands ($\beta$ and $\gamma_{\text{high}}$), was intended to reveal zero-lag similarity between regions irrespective of their signal power. Zero-lag similarity captures, in broad lines, the cognitive hypothesis of simultaneous (parallel) processing (Dubarry et al. 2017). While serving this purpose, the metric likely misses other relevant signal information. Beyond the choice of a particular metric, the analysis also required deciding about significance thresholds and summarizing procedures for the group analysis. Clearly, some of these decisions were heuristic, and the choices made were rather conservative (95% threshold for the correlations). It would be appropriate, in future studies, to perform a more exhaustive exploration of the connectivity space, contrasting various metrics and thresholds (as in Wang et al. 2014). This exploration should be guided by a conjunction of cognitive and neurophysiological principles regarding the different processes that conform word production (Friederici and Singer 2015).

### 4.4 Limitations

Our study has the usual limitations inherent to studies of intracerebral activity in epileptic patients (reviewed in detail in Lachaux et al. 2012). While there was a fairly diverse spatial sampling across the patients, some key regions were not available (e.g. middle temporal gyrus, often linked to lexical processing). In terms of numbers, a fair count of patients was available for every ROI, although the counts for ROI pairs was inevitably inferior. Overall, 9 out of 55 ROI pairs were not sampled (16%), but we note that 36 of them were sampled in two patients or more (65%). More thorough investigations will certainly be needed, perhaps focusing on each pathway at a time, with larger number of patients for each ROI pair.
The limitations in spatial sampling were partially compensated by our classification of intra-cerebral contacts into broad regions, at the expense of the highly-specific anatomical details that are characteristic of each patient’s stereotactic implantation coordinates. This spatial smoothing does not allow exploring finer grained subdivisions within each region. Indeed, some of the inconsistencies between our data and the literature based on other methods might be resolved in the future by finer-grained anatomical classification of the patients’ contacts.

As noted in the previous section, the signal processing procedure included a number of arbitrary decisions (e.g., thresholding step for quantifying the functional connectivity measure at the group level). This part of the procedure was exploratory, and we did not assess the impact of such thresholding decisions beyond some informal verifications.

### 4.5 Conclusion and perspectives

The neural regions recruited during word production are relatively well established. Despite their recent framing in network and processing stream models, their functional connectivity has rarely been explored during language production tasks. In the current study, we started with neurophysiological signal with the highest temporal and spatial resolution, sacrificed some of its temporal resolution (time-frequency transformation, connectivity estimates in 1 second long windows), and of its spatial resolution (grouping of contacts in broad meaningful regions) in the interest of a group level analysis quantifying similar simultaneous activity across regions.

The results demonstrate some properties of three functional sub-networks, between the areas sampled in the temporal, parietal, and frontal lobes. Unexpectedly, long-range connectivity patterns were relatively similar in the β and γhigh bands, possibly even more reliable in the γhigh band. The observed functional connectivities were by and large consistent with white matter tracts postulated for the language circuitry. Among the main observations was the functional connectivity between the temporal pole and the inferior frontal gyrus, compatible with a ventral processing, as well as the links observed in some patients between parietal regions (SMG and AG) and Pars Opercularis and Pars Triangularis, compatible with a dorsal processing pathway (but not in the details).

We believe that future work on task related functional connectivity during word production will benefit from signal processing developments (e.g., exploring other metrics integrating directionality or temporal lags, exploring significance threshold definitions), and from the spatial specificity of single-case explorations.

### 4.6 On-line supplementary materials

The code files used in this study can be downloaded from [https://osf.io/8x9cy/](https://osf.io/8x9cy/).
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