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Abstract- After genome sequencing, DNA microarray analysis has become the most widely used functional genomics approach in the bioinformatics field. Biologists are vastly plagued by the enormous amount of unprecedented qualities of genome-wide data produced by the DNA Microarray experiment. Clustering is the process of grouping data objects into set of disjoint classes called clusters so that objects within a class are highly similar with one another and dissimilar with the objects in other classes. It is presently the far most used method for gene expression analysis which provides a divide-and-conquer strategy to extract meaningful information from expression profile. This paper presents a review on the recently development of microarray clustering techniques. In this paper, the procedures of clustering analysis are highlighted followed by the different categories of gene expression data clustering with some conventional approaches, to provide a framework for an enhanced general understanding of related methods for further development.

I. INTRODUCTION

The eminence of DNA microarray technology [1] is the aptitude to be used to simultaneously monitor and study the expression levels of thousands of genes, relationship between genes, their functions and classifying genes or samples that perform in a parallel or synchronized manner during imperative biological processes.

Functional genomics can be better implicit when the veiled patterns in gene expression data is elucidated, however, it is very challenging to comprehend and construe this due to the complexity of biological networks and large number of genes.

The most important area of microarray bioinformatics is possibly the data clustering analysis. Clustering is an exceptional preference for initial data analysis and data mining processes.

To perceive and identify appealing patterns of expression across multiple genes and experiments, reveal natural structures and compress high-dimensional array data clustering must be ascertained to allow easier management of data set. This data reduction method is a simple tool yet powerful method of organising genes based on their interdependence behaving similarly over the different conditions in different mutants, patients or at different time points in a time series during an experiment with similar expression patterns and properties into a set of disjoint groups based on specific features so that the underlying structures can be acknowledged and explored.

II. PROCEDURES OF CLUSTERING ANALYSIS

The procedures of cluster analysis are the feature selection, cluster algorithm selection, cluster validation and result interpretation. [2] The intimately connected steps of cluster analysis with feedback pathways is shown in the following figure.

A. Feature selection

Microarray experiments provide a expression information of large number of genes (from $10^3$ to $10^5$ or $10^6$). It is essential to consider which feature (gene) subset will be employed in clustering analysis, by eliminating the least interesting and highlight the most interesting genes. Distinctive features from a set of candidates are neatly selected, while feature extraction exploits some alteration to produce useful and novel features from the original ones which are very essential to the efficiency of clustering purpose [2].

B. Cluster algorithm design or selection

Different clustering algorithms and methods have been developed to improve the preceding ones, unravelling the problems and fit for specific fields [3]. There is no absolute clustering method that can be universally used to solve all problems. So in order to select or generate a suitable clustering strategy, it is vital to investigate the features of the problem.

As Xu and Wunsch [2] revealed the step is usually combined with the selection of a corresponding proximity measure and the construction of a criterion function. Patterns are grouped according to whether they resemble each other. Once a proximity measure is chosen, the construction of a clustering criterion function makes the partition of clusters an optimizing problem.

C. Clustering validation
Finding the number of clusters in a dataset and many of this method have been proposed some of which are silhouette index, Dunn’s index, and Davis-Bouldin index [4] for gene expression data which evaluates the partitions generated using clustering algorithm and find the pre-eminent partition based on intra-cluster and inter-cluster distance.

It is vital to evaluate diverse clustering results, the quality and reliability of clusters before deciding on the finest data distribution.

D. Result explanation

Assessing the results and interpreting the clusters found are as significant as generating the clusters [5]. The objective of clustering is to solve the encountered problem efficiently and offer the users with significant understanding of their original data.

III. CLUSTERING TECHNIQUES

A. Distance metric

In order to group together similar objects, the meaning and measure of similarity has to be defined which is referred to as the distance metric which clustering is highly dependant on. A distant metric is a function that takes two points in a dimensional space where this should be symmetrical, positive and triangle unequal [6].

To calculate the distance between clusters different distance linkages are involved which affects the complexity and performance of the clustering.

Single linkage calculates the distance between the closest neighbours. Complete linkage calculates the distance between the furthest neighbours. Centriod linkage defines the distance between two clusters. Average linkage measures the average distance between members of different clusters. Average and complete linkage are the preferred methods for microarray data analysis [7].

B. Clustering Techniques

Many diverse clustering techniques have extensively been under development [3]. The most widely used techniques in analysis of gene expression data which are applied in the early stages and proven to be useful are Hierarchical clustering [7], K-means clustering [8] and Self-organized maps (SOM) [9].

B.1) Hierarchical clustering

Hierarchical clustering [7] is the first and most common clustering method applied to gene expression data which is developed on the basis of a single layered neural network. A hierarchical series of nested clusters are generated by grouping genes with similar pattern of expression across a range of samples located near each other. Hierarchical clustering calculates all pairs-wise distance relationships between genes and experiments to merge pairs of values that are most similar for the formation of a node. The inter-cluster distance groups together these clusters to make a higher level cluster which can be graphically illustrated by a tree, called dendrogram representing the clusters and relationship between them. This is repeated, comparing genes or new clusters until all clusters are joined.

These methods are either agglomerative algorithms (bottom-up approach) which joins clusters in a hierarchical manner or the more rapid dividing algorithms (to-down approach) which splits clusters hierarchically.

The drawbacks of this method are its high-computational intricacy, lack of robustness, vagueness of termination criteria and failure with large number of genes as data sets grow in complexity.

B.2) K-means Clustering

K-means clustering [8] is a simple and fast method used commonly due to its straightforward implementation and small number of iterations. This algorithm divides the data set into k disjoint subsets. An estimation of the number of clusters (k) is made by the user and calculated as an input where the computer randomly assigns each gene to one of the k clusters.

The distance between each gene and the centre of each cluster is promptly calculated resulting in an optimal grouping of data to clusters where the genes inside every cluster are as close to the centre of the cluster as possible while at the same time there is maximal distance between genes of different clusters. This method is useful if different values of k are attempted and it only gives the number of clusters not the relationship between them like hierarchical clustering.

The drawbacks of this method are the lack of prior knowledge of the number of gene clusters in a gene expression data which results in the changing of results in the altering of results in successive runs since the initial clusters are selected randomly and the quality of the attained clustering has to be assessed.

B.3) Self-Organised Maps Clustering (SOM)

SOM [9] is a reasonably fast and easy to implement method, scalable to large data sets. It is intimately related to multidimensional scaling and its objective is to represent all data points in the source space by points in a target space where the distance and proximity relationships are preserved.

At the input, the data objects are presented and output neurons are organised with a sample neighbourhood grid structure. The remarkable features of SOM is that it generates an intuitively appealing map of a high-dimensional data set and places similar clusters near each
other so that the neighbouring clusters in this grid are more related than clusters that are not neighbours.

SOM is trained through competitive learning for the distribution of the input data set which provides a relatively robust approach than k-means in the clustering of highly noisy data. However SOM requires users to input the number of clusters and the grid structure of the neuron map. After the completion of the training, clusters are identified by mapping all data points to the output neurons.

The drawbacks of this method is that it is not effective since the main interesting patterns may be merged into only one or two clusters and cannot be identified.

C. Supervised and Unsupervised clustering

Supervised sample-based clustering is extensively practical, reasonably easy to get high clustering accuracy rate of extracted data with the presence of a teacher signal. Supervised methods are used for analysis when trying to classify objects into known classes and finding genes that is mainly applicable to label classification [6].

Unsupervised sample-based clustering mines through data, congregating into a precise partition of the samples and a set of informative genes extracting relevant information without the presence of a teacher signal. The main input a typical unsupervised clustering algorithm takes is the number of classes it should find. Unsupervised approach is more complex than supervised since no reference training set of samples can be developed to guide informative gene selection. Common unsupervised methods include hierarchical clustering, k-means clustering and self-organised maps etc.

Unsupervised methods such as hierarchical clustering are useful for exploring data sets to find the unexpected, or when additional information is not available about samples. Although unsupervised methods may seem to be less biased than supervised techniques, the ability to identify useful molecular classes may be enhanced if all of the available information is used. To provide robust and reliable conclusions, training and test should be largely independent [10].

IV. MICROARRAY DATA CLUSTERING ANALYSIS

Clustering gene expression data can be categorised into the three groups, 1) gene-based, 2) sample-based and 3) subspace clustering as both genes and samples is required to be clustered significantly.

A. Gene-based clustering

The gene-based clustering intends to group together coexpressed genes which indicate cofunction, coregulation and reveals the natural data structures [11]. Genes are treated as the object, while the samples are the features. Clustering algorithms for gene expression data should be competent of extracting useful information from a high level of background noise. A good clustering algorithm should depend as little as possible on prior knowledge also provide graphical representation of the cluster structure other than partitioning the data.

B. Sample-based clustering

To find the substructure of the sample, regards the samples as the objects and the genes as the features.

Samples are generally related to various disease or drug effects within a gene expression matrix. Only a small subset of genes whose expression levels strongly correlate with the class distinction, rise and fall coherently and exhibiting fluctuation of a similar shape under a subset of conditions, called the informative genes that participate in any cellular process relevant. The remaining genes are regarded as noise in the data as they are irrelevant to the sample of interest. By focusing on a subset genes and conditions of interest, the noise levels induced by other genes and conditions can be lowered which is characterised by co-clustering. Therefore to identify informative genes and reduction of gene dimensionality for clustering samples to detect their substructure particular methods should be applied.

C. Subspace clustering

To find subset of objects such that the objects emerge as a cluster in a subspace created by a subset of the feature [11]. The subset of features for different subspace clusters can be unlike in a subspace clustering. Genes and samples are treated symmetrically such that either genes or samples can be regarded as objects or features. A single gene may participate in multiple pathways that may or may not be active under all conditions

Subspace clustering [12] techniques confine coherence exhibit by the blocks within gene expression matrices. A block is a sub-matrix defined by a subset of genes on a subset of samples.

C.1. Biclustering

Biclustering [13] performs simultaneous clustering on the row and column dimension of the data matrix where the gene exhibits highly correlated activities for every condition instead of clustering these two dimensions separately which distinct classes of clustering algorithms that perform simultaneous row-column clustering to identify submatrices, subgroups of genes and subgroups of conditions.

Clustering derives a global model while Biclustering produces a local model. Unlike clustering algorithms, Biclustering algorithms identify groups of genes that show similar activity patterns under a specific subset of the experimental conditions, each gene and condition in a bicluster are only a subset of the gene and condition. In
biclustering, if some points are similar in several dimensions they will be clustered together in that subspace proved of great value of finding the interesting patterns in the microarray expression data.

C.2. Triclustering

Triclustering [14] is mining coherent clusters in three-dimensional 3D gene expression datasets. It mines arbitrary positioned and overlapping clusters and depending on different parameter values which mines diverse variety of clusters, together with those with constant or similar values along each dimension as well as scaling and shifting expression patterns. Tricluster relies on graph-based approach to mine all valid clusters and merge/delete some clusters having large overlaps. Tricluster can find significant triclusters in the real microarray datasets.

Once the data is obtained using the different methods usually it is transported to an Excel file where analysis takes place which embraces Gene Ontology, classification of genes into diverse functional groups and inputting the genes into pathways from diverse databases.

V. CONCLUSIONS

Clustering methods are rather effortless to implement and have a reasonable computational complexity yet fail to represent the genuine clustering of data.

The performance of every clustering algorithm may vary significantly with diverse data sets, and there is no absolute finest algorithm among the clustering algorithms.

The significant disadvantage of clustering algorithms are the fact that time variation is not considered in its calculations, variations of densities in the data space resulting in overlapping clusters, cluster validation, presence of irrelevant attributes, high level of background noise, no prior knowledge and the dimensionality curse.

To overcome the problems with cluster analysis, in addition to these long-established traditional algorithms new developed approaches can be used to depict the underlying structure of the genetic network.

So far Biclustering and Triclustering algorithms have proven significant improvement to the weaknesses and inadequacy of clustering algorithms, but there’s always room for improvement.
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