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Learning objectives of this lecture

Apply the finite difference method to Laplace’s 
equation 
Understand why iterative linear solvers are useful 
in this context
Understand the basics of the finite element 
method
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Outline

1. Approximations of Laplace’s equation

2. Finite Element Method
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1 –Approximations of Laplace’s equation
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Finite differences for the Laplace equation

Let’s consider Laplace’s equation in two 
dimensions:

Approximating both terms with centered 
differences leads to

with         an approximation of
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7. Solve by hand the nonlinear equation utt = uxx + u3 up to t = 4, using
the same initial conditions as in Figure 3, replacing the cubic term by
(un

j )
3, and using !x = !t = 1. What is the effect of the nonlinear term?

Compare with the linear problem in Figure 3.
8. Repeat Exercise 7 by computer for the equation utt = uxx − u3 using an

implicit scheme like (12) with !t = !x = 1.
9. Consider the scheme (12) for the nonlinear wave equation (10). Let the

discrete energy be defined as
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By multiplying (12) by 1
2 (vn+1

j − vn−1
j ), show that En = En−1. Conclude

that En does not depend on n.
10. Consider the equation ut = ux . Use forward differences for both partial

derivatives.
(a) Write down the scheme.
(b) Draw the template.
(c) Find the separated solutions.
(d) Show that the scheme is stable if 0 < !t/!x ≤ 1.

11. Consider the first-order equation ut + aux = 0.
(a) Solve it exactly with the initial condition u(x, 0) = φ(x).
(b) Write down the finite difference scheme which uses the forward

difference for ut and the centered difference for ux .
(c) For which values of !x and !t is the scheme stable?

8.4 APPROXIMATIONS OF LAPLACE’S EQUATION

For Dirichlet’s problem in a domain of irregular shape, it may be more con-
venient to compute numerically than to try to find the Green’s function. As
with the other equations, the same ideas of numerical computation can easily
be carried over to more complicated equations. For Laplace’s equation

uxx + uyy = 0

the natural approximation is that of centered differences,

u j+1,k − 2u j,k + u j−1,k

(!x)2 + u j,k+1 − 2u j,k + u j,k−1

(!y)2 = 0. (1)
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Here uj,k is an approximation to u( j!x, k!y). The relative choice of mesh
sizes turns out not to be critical so we just choose !x = !y. Then (1) can be
written as

u j,k = 1
4 (u j+1,k + u j−1,k + u j,k+1 + u j,k−1). (2)

Thus uj,k is the average of the values at the four neighboring sites. The tem-
plate is

•
1
4

• ∗ •
1
4

1
4

•
1
4

The scheme (2) has some nice properties. The most obvious one is the
mean value property, the exact analog of the same property for the Laplace
equation. In its discrete version (2), the difference equation and the mean
value property become identical! It follows that a solution ujgk cannot take
its maximum or minimum value at an interior point, unless it is a constant;
for otherwise it couldn’t be the average of its neighbors. Thus, if (2) is valid
in a region, the maximum and minimum values can be taken only at the
boundary.

To solve the Dirichlet problem for uxx + uyy = 0 in D with given bound-
ary values, we draw a grid covering D and approximate D by a union of
squares (see Figure 1). Then the discrete solution is specified on the bound-
ary of the “discrete region.” Our task is to fill in the interior values so as to
satisfy (2). In contrast to time-dependent problems, no marching method is
available. If N is the number of interior grid points, the equations (2) form a
system of N linear equations in N unknowns. For instance, if we divide x and
y each into 100 parts, we get about 10,000 little squares. Thus N can be very
large.

Figure 1
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Finite differences for the Laplace equation

Choosing                    , we get

Thus uj, k is the average of the values at the four 
neighboring grid points.
The discrete scheme thus has the same mean value 
property as the Laplace equation!
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Finite differences for the Laplace equation

A solution uj, k cannot take its maximum or 
minimum value at an interior point, unless it is a 
constant: otherwise it couldn’t be the average of its 
neighbors.
Thus the maximum and minimum values can be 
taken only at the boundary – we thus recover the 
maximum principle!
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Finite differences for the Laplace equation

To solve the Dirichlet problem for uxx + uyy = 0 in D
with given boundary values, we draw a grid 
covering D and approximate D by a union of 
squares:
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Finite differences for the Laplace equation

In contrast to time-dependent problems, no 
marching method is readily available: if we have N 
interior grid points, we obtain a linear system of N
linear equations in N unknowns.

The system matrix can become very large, but it is
• non singular
• very sparse (many entries are zero)
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Finite differences for the Laplace equation

For example, multiplying

by 4 leads to the following matrix system for a grid with 
4-by-4 interior points:

2

666666666666666666666666664

4 �1 �1
�1 4 �1 �1

�1 4 �1 �1
�1 4 �1

�1 4 �1 �1
�1 �1 4 �1 �1

�1 �1 4 �1 �1
�1 �1 4 �1

�1 4 �1 �1
�1 �1 4 �1 �1

�1 �1 4 �1 �1
�1 �1 4 �1

�1 4 �1
�1 �1 4 �1

�1 �1 4 �1
�1 �1 4

3

777777777777777777777777775

2
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u1,1
u2,1
u3,1
u4,1
u1,2
u2,2
u3,2
u4,2
u1,3
u2,3
u3,3
u4,3
u1,4
u2,4
u3,4
u4,4

3
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=

2
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b1,1
b2,1
b3,1
b4,1
b1,2
b2,2
b3,2
b4,2
b1,3
b2,3
b3,3
b4,3
b1,4
b2,4
b3,4
b4,4

3

777777777777777777777777775

8.4 APPROXIMATIONS OF LAPLACE’S EQUATION 219

Here uj,k is an approximation to u( j!x, k!y). The relative choice of mesh
sizes turns out not to be critical so we just choose !x = !y. Then (1) can be
written as

u j,k = 1
4 (u j+1,k + u j−1,k + u j,k+1 + u j,k−1). (2)

Thus uj,k is the average of the values at the four neighboring sites. The tem-
plate is

•
1
4

• ∗ •
1
4

1
4

•
1
4

The scheme (2) has some nice properties. The most obvious one is the
mean value property, the exact analog of the same property for the Laplace
equation. In its discrete version (2), the difference equation and the mean
value property become identical! It follows that a solution ujgk cannot take
its maximum or minimum value at an interior point, unless it is a constant;
for otherwise it couldn’t be the average of its neighbors. Thus, if (2) is valid
in a region, the maximum and minimum values can be taken only at the
boundary.

To solve the Dirichlet problem for uxx + uyy = 0 in D with given bound-
ary values, we draw a grid covering D and approximate D by a union of
squares (see Figure 1). Then the discrete solution is specified on the bound-
ary of the “discrete region.” Our task is to fill in the interior values so as to
satisfy (2). In contrast to time-dependent problems, no marching method is
available. If N is the number of interior grid points, the equations (2) form a
system of N linear equations in N unknowns. For instance, if we divide x and
y each into 100 parts, we get about 10,000 little squares. Thus N can be very
large.

Figure 1



11

Jacobi iteration

Instead of direct solution methods (LU 
factorization), various iterative methods can be 
designed.
Jacobi iteration: starting from an initial guess        , 
successively solve

Convergence analysis and matrix form: cf. your 
numerical analysis class from last year.

220 CHAPTER 8 COMPUTATION OF SOLUTIONS

Figure 2

The system we get in this way has exactly one solution. To prove this,
suppose that there were two solutions, {uj,k} and {vj,k}, of (2) in D with
identical boundary values. Their difference {uj,k − vj,k} also satisfies (2) in
D but with zero boundary values. By the maximum principle stated above,
uj,k − vj,k ≤ 0, and by the minimum principle, uj,k − vj,k ≥ 0. Hence uj,k =
vj,k . So there is at most one solution. But this means that the determinant of
the linear system of N equations is not zero, which means that there exists
exactly one solution.

Example 1.

As a baby example, consider solving (2) in the square with the boundary
values indicated in Figure 2(a). This is a set of four linear equations, one
for each interior point. The solution is given in Figure 2(b). Notice that
each interior entry is indeed the average of its four neighbors. !

JACOBI ITERATION

In the absence of a marching method to solve (2), several techniques are
available. One is called Jacobi iteration. We start from any reasonable first
approximation u(1)

j,k . Then we successively solve

u(n+1)
j,k = 1

4

[
u(n)

j+1,k + u(n)
j−1,k + u(n)

j,k+1 + u(n)
j,k−1

]
. (3)

It can be shown that u j,k = lim u(n)
j,k converges as n → ∞ to a limit which is

a solution of (2). It converges, however, very slowly and so Jacobi iteration is
never used in practice. Since N is usually quite large, a more efficient method
is needed.

It might be noticed that (3) is exactly the same calculation as if one were
solving the two-dimensional heat equation vt = vxx + vyy using centered dif-
ferences for vxx and vyy and using the forward difference for vt , with !x = !y
and !t = (!x)2/4 (see Exercise 11). In effect, we are solving the Dirichlet
problem by taking the limit of the discretized v(x, t) as t → ∞.

GAUSS–SEIDEL METHOD

This method improves the rate of convergence. Here it is important to specify
the order of operations. Let’s compute u(n+1)

j,k one row at a time starting at
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Jacobi iteration

PS: 

is actually the same as as solving the 2D diffusion 
equation vt = vxx +vyy using centered differences 
for vxx and vyy and using the forward difference for 
vt, with                    and                          .

In effect, the Jacobi iteration is solving the Laplace 
problem by taking the limit of the discretized 
diffusion equation solution v(x, t) as 
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each interior entry is indeed the average of its four neighbors. !

JACOBI ITERATION

In the absence of a marching method to solve (2), several techniques are
available. One is called Jacobi iteration. We start from any reasonable first
approximation u(1)

j,k . Then we successively solve

u(n+1)
j,k = 1

4

[
u(n)

j+1,k + u(n)
j−1,k + u(n)

j,k+1 + u(n)
j,k−1

]
. (3)

It can be shown that u j,k = lim u(n)
j,k converges as n → ∞ to a limit which is

a solution of (2). It converges, however, very slowly and so Jacobi iteration is
never used in practice. Since N is usually quite large, a more efficient method
is needed.

It might be noticed that (3) is exactly the same calculation as if one were
solving the two-dimensional heat equation vt = vxx + vyy using centered dif-
ferences for vxx and vyy and using the forward difference for vt , with !x = !y
and !t = (!x)2/4 (see Exercise 11). In effect, we are solving the Dirichlet
problem by taking the limit of the discretized v(x, t) as t → ∞.

GAUSS–SEIDEL METHOD

This method improves the rate of convergence. Here it is important to specify
the order of operations. Let’s compute u(n+1)

j,k one row at a time starting at
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Gauss-Seidel method

If we compute               one row at a time starting at 
the bottom row, and going left to right, by directly 
using any computed value, we get the Gauss-Seidel 
method:

u(n+1)
j,k8.4 APPROXIMATIONS OF LAPLACE’S EQUATION 221

the bottom row and let’s go from left to right. But every time a calculation is
completed, we’ll throw out the old value and update it by its newly calculated
one. This procedure means that

u(n+1)
j,k = 1

4

[
u(n)

j+1,k + u(n+1)
j−1,k + u(n)

j,k+1 + u(n+1)
j,k−1

]
. (4)

The new values (with superscript n + 1) are used to the left and below the ( j, k)
location. It turns out that Gauss–Seidel works about twice as fast as Jacobi.

SUCCESSIVE OVERRELAXATION

This method is still faster. It is the scheme

u(n+1)
j,k = u(n)

j,k + ω
[
u(n)

j+1,k + u(n+1)
j−1,k + u(n)

j,k+1 + u(n+1)
j,k−1 − 4u(n)

j,k

]
. (5)

If ω = 1
4 , it is the same as Gauss–Seidel. It is quite surprising that a different

choice of ω could make a significant improvement, but it does. But how to
choose the relaxation factor ω in practice is an art whose discussion we leave
to more specialized texts. Note again that once we know that u j,k = lim u(n)

j,k
exists, the limit must satisfy

uj,k = uj,k + ω(uj+1,k + uj−1,k + uj,k+1 + uj,k−1 − 4uj,k)

and hence it satisfies (2).

EXERCISES

1. Set up the linear equations to find the four unknown values in Figure 2(a),
write them in vector-matrix form, and solve them. You should deduce
the answer in Figure 2(b).

2. Apply Jacobi iteration to the example of Figure 2(a) with zero initial
values in the interior. Compute six iterations.

3. Apply four Gauss–Seidel iterations to the example of Figure 2(a).
4. Solve the example of Figure 2(a) but with the boundary conditions (by

rows, top to bottom) 0, 48, 0, 0; 0, ∗, ∗, 24; 0, ∗, ∗, 0; 0, 0, 0, 0.
5. Consider the PDE uxx + uyy = 0 in the unit square {0 ≤ x ≤ 1,

0 ≤ y ≤ 1} with the boundary conditions:

u = 0 on x = 0, on x = 1, and on y = 1
u = 324 x2(1 − x) on y = 0.

Calculate the approximation to the solution using finite differences (2)
with the very coarse grid "x = "y = 1

3 .
(Hint: You may use Figure 2 if you wish.)

6. (a) Write down the scheme using centered differences for the equation
uxx + uyy = f (x, y).
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What’s next?

These are all so-called stationary iterative methods, 
whose general matrix form for solving Ax = b is

If A is decomposed into its diagonal, lower 
triangular and upper triangular parts D, L and U, 
we have
• Jacobi: K = D

• Gauss-Seidel: K = D + L

xn = xn�1 +K�1(b�Axn�1)
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What’s next?

Next week we will introduce more general, non-
stationary methods, whose general form is

We will study in more detail the Congugate
Gradient method, which is part of the family of so-
called Krylov subspace methods.

xn = xn�1 + Â
k<n

K�1(b�Axk)ak,n�1
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2 – Finite Element Method
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A simple 1D example

Consider the following (ordinary) differential 
equation

where a(x) and f(x) are given functions. 
Let’s try to solve the boundary value problem that 
consists in solving the above equation on an 
interval D = [0, L] with homogenous Dirichlet 
boundary conditions u(0) = u(L) = 0 on both 
extremities.

� d
dx

✓
a(x)

du
dx

◆
= f (x)
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A simple 1D example

Recall the introduction to distributions from the 
previous lecture. 
Introducing smooth test functions v(x) vanishing on 
0 and L, we reformulate the problem as finding 
u(x) such that

holds for all test functions v(x). This is only valid in 
the classical sense if a(x) is smooth enough.
What if a(x) is only piece-wise continuous?

�
Z L

0

d
dx

✓
a(x)

du
dx

◆
v(x)dx =

Z L

0
f (x)v(x)dx
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A simple 1D example

We can proceed exactly as in the last lecture when 
we considered differential equations in the sense 
of distributions!
Integrating by parts leads to

i.e.

which is the weak form of the problem.

Z L

0
a(x)

du
dx

dv
dx

dx =
Z L

0
f (x)v(x)dx

Z L

0
a(x)

du
dx

dv
dx

dx�


a(x)
du
dx

v(x)
�L

0
=

Z L

0
f (x)v(x)dx
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A simple 1D example

The finite element method then consists in
• Discretizing the domain D into several elements 

(here line segments)
• Approximating the solution u(x) by a linear 

combination of basis functions (usually 
piecewise polynomials), with local support on 
elements

• Choosing a finite number of test functions 
(usually the same as the basis functions used to 
approximate u(x))
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A simple 1D example

For our problem, we can e.g. choose piecewise linear 
functions vi(x) and write: u(x)⇡U1v1(x)+ · · ·+UNvN(x)

Uivi(x)

node i
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A simple 1D example

Using the N basis functions also as test functions,

becomes

This is a system of N linear equations in the N
unknowns U1, ..., UN:

Z L

0
a(x)

du
dx

dv
dx

dx =
Z L

0
f (x)v(x)dx
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Poisson’s equation by any function v(x, y) that vanishes on the boundary. Then
∫∫

D

∇u · ∇v dx dy =
∫∫

D

f v dx dy. (3)

Rather than requiring (3) to be valid for uN(x, y) for all functions v(x, y), we ask
only that it be valid for the first N special trial functions v = vj ( j = 1, . . . , N ).
Thus, with u(x, y) = uN(x, y) and v(x, y) = vj(x, y), (3) becomes

N∑

i=1

Ui




∫∫

D

∇vi · ∇vj dx dy



 =
∫∫

D

f vj dx dy.

This is a system of N linear equations ( j = 1, . . . , N) in the N unknowns
U1, . . . , UN . If we denote

mi j =
∫∫

D

∇vi · ∇v j dx dy and fj =
∫∫

D

f vj dx dy, (4)

then the system takes the form

N∑

i=1

mi jUi = fj ( j = 1, . . . , N ). (5)

The finite element method consists of calculating mij and fj from (4) and
solving (5). The approximate value of the solution u(x, y) then is given by (2).

The trial functions vj are completely explicit and depend only on the ge-
ometry. The approximate solution uN automatically vanishes on the boundary
of DN . Notice also that, at a vertex Vk = (xk, yk),

uN (xk, yk) = U1v1(xk, yk) + · · · + UNvN (xk, yk) = Uk,

since vi (xk,yk) equals 0 for i "= k and equals 1 for i = k. Thus the coefficients
are precisely the values of the approximate solution at the vertices.

Another way to understand uN (x, y) is that it is a continuous and
piecewise-linear function (linear on each triangle), simply because it is a
sum of such functions. In fact, it is the unique piecewise-linear continuous
function on the triangulation such that uN (xk, yk) = Uk (k = 1, . . . , N ).

Notice also that the matrix mi j is “sparse”: mi j = 0 whenever Vi and Vj
are not neighboring vertices. Furthermore, for a pair of neighboring vertices,
mij is easy to compute since each vi (x, y) is linear on each triangle.

Triangulations with linear functions are not the only versions of the finite
element method used in practice. Two other versions in two variables are as
follows.

(i) Bilinear elements on rectangles: D is divided into rectangles on
each of which the solution is approximated using trial functions

N

Â
i=1

Ui

Z L

0
a(x)

dvi

dx
dv j

dx
dx =

Z L

0
f (x)v j(x)dx ( j = 1, . . . ,N)
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A simple 1D example

The entries of the system matrix and the right hand 
side are respectively

With piecewise linear basis and test functions, the 
system matrix is very sparse:                 if i and j are 
not neighboring nodes!
(The matrix is actually the same as for a centered 
finite difference scheme if a(x) is a constant.)

mi j =
Z L

0
a(x)

dvi

dx
dv j

dx
dx f j =

Z L

0
f (x)v j(x)dx

mi j = 0
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Another 1D example

Consider solving the diffusion problem

Multiplying the diffusion equation by any function 
v(x) that vanishes on the boundary and integrating 
by parts, we get:

Let’s partition the interval [0, l] into l equal 
subintervals, and assign piecewise linear basis 
function vj (x) to each of the N = l − 1 interior 
vertices.
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vi (x, y) = a + bx + cy + dxy. Each trial function is associated with
a corner of a rectangle.

(ii) Quadratic elements on triangles: D is triangulated and the trial func-
tions have the form vi (x, y) = a + bx + cy + dx2 + exy + f y2.
Each trial function is associated with one of the six “nodes” of a
triangle, namely, the three vertices and the midpoints of the three
sides.

For a reference, see [TR].
As a further example, consider solving the diffusion equation

ut = κuxx + f (x, t); u = 0 at x = 0, l; u = φ(x) at t = 0.

Suppose, for simplicity, that l is an integer. Partition the interval [0, l] into l
equal subintervals. We assign the trial function v j (x) to each of the N = l − 1
interior vertices, where v j (x) is the linear element of Exercise 3. Now we
multiply the diffusion equation by any function v(x) that vanishes on the
boundary. Integrating by parts, we get

d
dt

∫ l

0
uv dx = −κ

∫ l

0

∂u
∂x

dv

dx
dx +

∫ l

0
f (x, t) v(x) dx . (6)

In order to use the finite-element method, we look for a solution of the form

u(x, t) =
N∑

i=1

Ui (t) vi (x)

and we merely require (6) to hold for v = v1, . . . , vN . Then

N∑

i=1

(∫ l

0
viv j dx

)
dUi

dt
= −κ

N∑

i=1

(∫ l

0

dvi

dx
dv j

dx
dx

)
Ui (t) +

∫ l

0
f (x, t)v j (x) dx .

This is a system of ODEs for U1, . . . , UN that can be written as a vector
equation as follows.

Let U be the column vector [U1, . . . , UN ] and let F be the column vector
[F1(t), . . . , FN (t)] with Fj (t) =

∫ l
0 f (x, t)vj (x)dx . Let M be the matrix with

entries mij and K be the matrix with entries kij where

kij =
∫ l

0
viv j dx, mi j =

∫ l

0

dvi

dx
dv j

dx
dx .

Then the system of N ODEs in N unknowns takes the simple vector form

K
dU
dt

= −κMU (t) + F(t). (7)
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Another 1D example

We look for a solution of the form 

and we only require the weak form to hold for v = 
v1, ..., vN. Then

This is a system of ODEs for U1(t), ..., UN (t).
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Another 1D example

If we define the entries of vectors U and F as

and entries of matrices K and M as

the system of N ODEs in N unknowns takes the 
simple vector form 
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Another 1D example

M is called the stiffness matrix, K the mass matrix, and 
F the forcing vector.

One can easily show that in this 1D problem with unit 
length elements, we get226 CHAPTER 8 COMPUTATION OF SOLUTIONS

M is called the stiffness matrix, K the mass matrix, and F the forcing vector.
In Exercise 3(a), the stiffness and mass matrices are computed to be

M =





2 −1 0 · · · 0
−1 2 −1 · · · 0

· · ·
0 · · · 0 −1 2




, K =





2
3

1
6 0 · · · 0

1
6

2
3

1
6 · · · 0

· · ·
0 · · · 0 1

6
2
3





The matrices M and K have two important features. They are sparse and they
depend only on the trial functions. So they remain the same as we change the
data. We also have the initial condition

Ui (0) = !i ≡
∫ l

0
φ(x)vi (x) dx . (8)

This ODE system (7)-(8) can be solved numerically by any of a number
of methods. One simple method is Euler’s. One chooses tp = p#t for p =
0, 1, 2, . . . and then solves

U (p+1) = U (p) + #tW (p),

K W (p) = −κ MU (p) + F(tp).

Another method is the backwards Euler method, in which we solve

K
[

U (p+1) − U (p)

#t

]
= −κ MU (p+1) + F(tp+1).

This is the same as

[K + κ#t M] U (p+1) = KU (p) + #t F(tp+1),

which is solved recursively for U (1), U (2), . . . .

EXERCISES

1. Consider the problem uxx + uyy = −4 in the unit square with u(0, y) = 0,
u(1, y) = 0, u(x, 0) = 0, u(x, 1) = 0. Partition the square into four trian-
gles by drawing its diagonals. Use the finite element method to find the
approximate value u( 1

2 ,
1
2 ) at the center.

2. (a) Find the area A of the triangle with three given vertices (x1, y1),
(x2, y2), and (x3, y3).

(b) Let (x1, y1) be a vertex in the finite element method and let v(x, y)
be its trial function. Let T be one of the triangles with that vertex and
let (x2, y2) and (x3, y3) be its other two vertices. Find the formula for
v(x, y) on T .

3. (Linear elements on intervals) In one dimension the geometric building
blocks of the finite element method are the intervals. Let the trial function
v j (x) be the “tent” function defined by v j (x) = 1 − j + x for j − 1 ≤
x ≤ j, v j (x) = 1 + j − x for j ≤ x ≤ j + 1, and v j (x) = 0 elsewhere.
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Another 1D example

The system of ODEs can be solved e.g. with the 
backward Euler method, using the initial condition 

leading to

i.e.

which is solved recursively for 
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Generalization to higher dimensions

The generalization is natural: higher dimensional 
domains are subdivided into simple polygons (in 
2D) or polyhedra (in 3D)
In addition to the rigorous handling of 
discontinuities, the method then also allows to 
handle curved or irregularly shaped domains –
which are not easily handled with finite 
differences.
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Generalization to higher dimensions

Let’s consider the Dirichlet problem for Poisson’s 
equation in the plane

We proceed as in 1D: restate the problem as 
finding u such that

holds for any test function v (vanishing on bdy D).
Recalling that                    and integrating by parts, 
we get:

8.5 FINITE ELEMENT METHOD 223

Figure 1

particularly efficient simply because a circle is not very accurately partitioned
into rectangles.

Let’s consider the Dirichlet problem for Poisson’s equation in the plane

−!u = f in D, u = 0 on bdyD. (1)

First, D is triangulated; that is, D is approximated by a region DN which is the
union of a finite number of triangles (see Figure 1). Let the interior vertices
be denoted by V1, . . . , VN .

Next, we pick N trial functions, v1(x, y), . . . , vN (x, y), one for each in-
terior vertex. Each trial function vi(x, y) is chosen to equal 1 at “its” vertex Vi
and to equal 0 at all the other vertices (see Figure 2). Inside each triangle, each
trial function is a linear function: vi (x, y) = a + bx + cy. (The coefficients
a, b, c are different for each trial function and for each triangle.) This pre-
scription determines vi(x, y) uniquely. In fact, its graph is simply a pyramid of
unit height with its summit at Vi and it is identically zero on all the triangles
that do not touch Vi.

We shall approximate the solution u(x, y) by a linear combination of the
vi(x, y):

uN (x, y) = U1v1(x, y) + · · · + UNvN (x, y). (2)

How do we choose the coefficients U1, . . . , UN ?
To motivate our choice we need a digression. Let’s rewrite the problem

(1) using Green’s first identity [formula (G1) from Section 7.1]. We multiply

Figure 2

�
ZZ

D
Duvdxdy =

ZZ

D
f vdxdy

D := — ·—
ZZ

D
—u ·—vdxdy�

Z

bnd D
(n ·—u)vdl =

ZZ

D
f vdxdy
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Generalization to higher dimensions

We then triangulate the domain with N interior 
nodes

and approximate 
N=1 N=8 N=53

u(x,y)⇡ uN(x,y) =U1v1(x,y)+ · · ·+UNvN(x,y)
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Generalization to higher dimensions

The simplest basis functions are again piecewise 
linear: a basis function vi (x,y) is equal to 1 at “its” 
node i and to equal 0 at all the other nodes 

vi (x,y)

Vi
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Generalization to higher dimensions

Using the N basis functions also as test functions,

Becomes

This is a system of N linear equations (j = 1, ..., N) 
in the N unknowns U1, ..., UN.

ZZ

D
—u ·—vdxdy =

ZZ

D
f vdxdy
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Poisson’s equation by any function v(x, y) that vanishes on the boundary. Then
∫∫

D

∇u · ∇v dx dy =
∫∫

D

f v dx dy. (3)

Rather than requiring (3) to be valid for uN(x, y) for all functions v(x, y), we ask
only that it be valid for the first N special trial functions v = vj ( j = 1, . . . , N ).
Thus, with u(x, y) = uN(x, y) and v(x, y) = vj(x, y), (3) becomes

N∑

i=1

Ui




∫∫

D

∇vi · ∇vj dx dy



 =
∫∫

D

f vj dx dy.

This is a system of N linear equations ( j = 1, . . . , N) in the N unknowns
U1, . . . , UN . If we denote

mi j =
∫∫

D

∇vi · ∇v j dx dy and fj =
∫∫

D

f vj dx dy, (4)

then the system takes the form

N∑

i=1

mi jUi = fj ( j = 1, . . . , N ). (5)

The finite element method consists of calculating mij and fj from (4) and
solving (5). The approximate value of the solution u(x, y) then is given by (2).

The trial functions vj are completely explicit and depend only on the ge-
ometry. The approximate solution uN automatically vanishes on the boundary
of DN . Notice also that, at a vertex Vk = (xk, yk),

uN (xk, yk) = U1v1(xk, yk) + · · · + UNvN (xk, yk) = Uk,

since vi (xk,yk) equals 0 for i "= k and equals 1 for i = k. Thus the coefficients
are precisely the values of the approximate solution at the vertices.

Another way to understand uN (x, y) is that it is a continuous and
piecewise-linear function (linear on each triangle), simply because it is a
sum of such functions. In fact, it is the unique piecewise-linear continuous
function on the triangulation such that uN (xk, yk) = Uk (k = 1, . . . , N ).

Notice also that the matrix mi j is “sparse”: mi j = 0 whenever Vi and Vj
are not neighboring vertices. Furthermore, for a pair of neighboring vertices,
mij is easy to compute since each vi (x, y) is linear on each triangle.

Triangulations with linear functions are not the only versions of the finite
element method used in practice. Two other versions in two variables are as
follows.

(i) Bilinear elements on rectangles: D is divided into rectangles on
each of which the solution is approximated using trial functions



34

Generalization to higher dimensions

Denoting

the system again takes the form

Also notice that, at a node Vk = (xk, yk),

since vi (xk, yk) equals 0 for            and equals 1 for i = k. 

Thus the coefficients are precisely the values of the 
approximate solution at the vertices.
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of DN . Notice also that, at a vertex Vk = (xk, yk),

uN (xk, yk) = U1v1(xk, yk) + · · · + UNvN (xk, yk) = Uk,

since vi (xk,yk) equals 0 for i "= k and equals 1 for i = k. Thus the coefficients
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Another way to understand uN (x, y) is that it is a continuous and
piecewise-linear function (linear on each triangle), simply because it is a
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function on the triangulation such that uN (xk, yk) = Uk (k = 1, . . . , N ).

Notice also that the matrix mi j is “sparse”: mi j = 0 whenever Vi and Vj
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Triangulations with linear functions are not the only versions of the finite
element method used in practice. Two other versions in two variables are as
follows.

(i) Bilinear elements on rectangles: D is divided into rectangles on
each of which the solution is approximated using trial functions
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Other generalizations

• High-order basis functions

• Different basis and test functions (“Petrov-
Galerkin” methods)

• Non-Lagrange basis functions (associated e.g. 
with edges of the mesh)

• Curved meshes

• Adaptive mesh refinement

• …
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Take-home messages

• Approximations of Laplace’s equation using 
finite differences and finite elements lead to 
sparse systems of linear equations

• Finite element methods provide a general 
mathematical framework to handle more 
complicated cases: discontinuities, curved or 
complex geometries, local refinements, …
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Next week

• We will start Part 2 of the course on 
“Complements of linear algebra” by examining 
the Conjugate Gradient (CG) method

• CG is a powerful method to solve linear systems 
iteratively; it is in particular well-suited for the 
very large sparse matrices originating from the 
approximation of PDEs


