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I. INTRODUCTION

  There is no choice. Free-market capitalism is a global reality. Countries and various industries are restructuring. State-owned utilities are being privatized. For better or for worse, the liberalized electricity sector is here to stay. 

  In this changing environment, the process of system operation has to be adapted to the needs of the free market while maintaining, if not improving, the quality, reliability and security of electric service. 

  To adapt or modify system operation we need a thorough review of the relevance and validity of traditional operation planning and real-time control functions and a redesign of control system hardware and software architectures. In this paper we will describe how such a redesign may be effectively carried out with the application of advanced technologies in application software, computer networking, and information processing. 

II. THE CONCEPT OF SYSTEM OPERATION

  Liberalization has resulted in new utility structures with attendant problems of operating the power system. We call this function by its traditional name – system operation – but recognize that it has to be carried out in a modified way to fit the exigencies of the liberalized market. This need has created the concept of a System Operator (SO), an entity not owning any generation, charged with the responsibility of maintaining quality and reliability of electric power service. 

  There are several interpretations of what an SO should be. For some market structures, the SO should be completely independent not only of generating companies but also of transmission companies. This is known as the Independent System Operator (ISO), a non-profit entity, regulated but preferably not belonging to the state.  In other markets the SO is also the transmission owner, and is consequently an investor-owned, for-profit company. And still in others, where all trading is through bilateral contracts, the role of the SO is given to the Transmission Operator (TO), which belongs to the TransCo. 

  Regardless of the particular structure, ownerships, and the market trading rules, we recognize that the power system, i.e., the physical union of generation and transmission, behaves in real time as one system. Hence for an effective and efficient real-time control the SO should be able to control both the generation and the transmission as a physically integrated system even if it owns neither the generators nor the 

transmission network.  The generation to be monitored and controlled via a SCADA system should consist of all generators, including IPPs, connected to the transmission network. SO will have no control over generators participating in the competitive market but which are connected to external systems.  

III. AN EXAMPLE OF RESTRUCTURING 

  To establish a basis for our discussion of the adaptation of system operation to a liberalized environment, we will use a typical example of a restructured electricity sector. Consider the case of a  country where the state-owned electricity sector is restructured into several private generating companies (GenCos), a single private transmission company (TransCo)
, and several private distribution companies (DisCos). In addition, there are IPPs connected to the network. The GenCos and IPPs own gas turbines, fossil-fired units, and hydro units
.  At the transmission level, there are radial tie-lines to neighboring countries 

·   An ISO, via its control center (ISOCC) will have the responsibility for:

· Power System Operations (PSO): daily and hourly operation planning and real-time control of the restructured generation-transmission system., for system security and reliability.

· Market Operations (MO): support and coordination of energy contracts within the constraints of market rules and regulatory conditions, whatever they may be. 

· Settlements (ST): accounting of energy transactions and imbalances, including the issuance of billing statements.

· Operation Data Management (ODM): data warehousing of all operation and market trading data; public information publishing service.

  The TransCo will have the responsibility for the supervision, maintenance, and expansion of the transmission network.  For the TO there will be  a separate control center (TOCC). The TOCC will be linked to the ISOCC. 

·  We now proceed to discuss the specific enabling technologies for the structure described above. 

IV. POWER SYSTEM OPERATION FUNCTIONS

  In the example, contracts will take up about 80% of the total energy to be supplied. The remaining energy requirements will be met by the real-time control functions of the ISOCC. The basic operating function of the ISO will be load-following control while preserving service reliability and security. This objective will be met through generation scheduling, ancillary services, and real-time control.

A. GENERATION SCHEDULING AND ANCILLARY SERVICES 
  Generation scheduling may be performed either by the GenCos themselves with no ISO intervention except for ancillary services or by the ISO through a merit order procedure that yields the system marginal price (or market-clearing price). Both methods are currently in use in power markets. 

  For our example, we select the first method, i.e., the GenCos will be responsible for the scheduling of their respective units. The ISO will not interfere with the competitive mechanism of the free market, except for the requirements of system reliability and security. Where required by the regulator, generation schedules will be reviewed by the ISO for conformance to fuel-use and environmental regulations and guidelines. Unit maintenance schedules are also subject to review and approval by the ISO.

  Energy schedules will be verified for their impact on static and dynamic security. Schedules will be modified in case security problems will or are likely to be encountered. Schedules will be subject to modification on an hour-ahead basis. This is necessary because of discrepancies between actual load and the forecast load; generator maintenance  and forced outages; major transmission line trippings; equipment outages; and security problems.

  The ISO will purchase via competitive bidding. ancillary services which include Must-Run Units, Regulation Reserve, Spinning Reserve, Reactive Power, and Balancing Energy. Other ancillary services such as Ready Reserve, Curtailable Generation, Dispatchable Loads, and Black-Start Capability may be obtained through long-term contracts, renewable on an agreed-upon basis. Generators with firm contracts may also purchase spinning reserve.

  B.    REAL-TIME CONTROL

  For real-time load-following and system security the ISOCC will monitor and control every single generator unit which is connected to the transmission network. Control by the ISOCC of generating units directly or via power plant control systems will be a prerequisite for all GenCos and IPPs for transmission access. Existing RTUs at power plants would be retained after privatization; new power plants including those belonging to IPPs will be required to have RTUs installed. All power plant RTUs will then be linked to the ISOCC.

  Real-time monitoring of each generating unit ensures transparency of generation operation enabling the ISOCC to monitor trading as well as ancillary service compliance. Each unit’s status, active and reactive power outputs, response to control, and power plant bus voltages will be scanned every few seconds. 

Automatic Generation Control (AGC)

  Real-time control of each generating unit for regulation and load-following will be done automatically by the AGC and its partner function, Security-Constrained Optimal Dispatch (SCOD). As far as secondary frequency control is concerned it could be argued that there is no need for a central AGC as there are other options which are in fact used by some countries. Firstly, frequency may be controlled manually or automatically at a selected power plant. Secondly, for the latter automatic mode, the power plant responsible for frequency control could even be assigned by the ISO on an hourly basis. We point out, however, that these approaches lack the capability of AGC to allocate in real-time the optimal generation to meet the system base load.  Thus, secondary frequency regulation could be made manual or performed automatically by a designated power plant but AGC should still be retained for automatic load-following.

  The AGC shall run on a periodic cycle of ten (10) seconds. In each cycle, the AGC will determine the unit setpoint values, which is the sum of a regulation component and an optimal basepoint component. Optimal basepoint values for participating units will be calculated using the SCOD.

  The reset action of the AGC will tend to drive the generating units to their respective base loads, or contracted power, or optimal basepoints, or hydro schedules, as the case may be. 
Security-Constrained Optimal Dispatch (SCOD)

  The SCOD function replaces the traditional Economc Dispatch. The purpose of the SCOD is to determine the optimal basepoint of each generating unit such that the total system generation shall meet the anticipated 10-minute-ahead system base load. The SCOD will allocate the real-time imbalance power among the generating units in such a way as to enforce generator schedules or base loadings and minimize the system price while observing security constraints. 

  The SCOD shall run every ten (10) or so minutes. The SCOD algorithm will be a security-constrained Optimal Power Flow (OPF) using incremental price curves created from the pricing information provided by the GENCOs for each generating unit.  The security constraints will consist of line and equipment loading limits and voltage limits. Steady-state stability limits may be included in the form of line limits.  
Security Analysis and Enhancement

  Before generation schedules are finalized, the ISO will verify the effect of the proposed transactions on the transmission network.  Two software tools will be available for this purpose — the OPF and DSA. The OPF will be used to identify possible steady-state constraint violations with and without contingencies. If violations are uncovered, a rescheduling will be performed using a study version of the SCOD. The market players will then be advised of the of the recommended corrective reschedules. Final schedules will be established after new schedules are free of constraint violations.

  Depending upon network conditions and other factors, such as weather, the ISO operator may invoke the DSA to see if modifications of trading schedules would be required for either transient stability or voltage stability. We expect voltage stability to be the more common type of congestion problem in the liberalized power system.  

  In the event that steady-state problems exist or are suddenly caused by a network change, corrective action can be determined by using the OPF or its variants, SCOD and VVS.

Voltage/Var Scheduling (VVS)

  On a day-ahead basis, the VVS function will determine the optimal scheduling of reactive power resources — reactive power generation and TransCo transformer tap settings and on/off reactive devices — for 3 or 4 system load levels.  The ISO has the option of prescribing power plant voltage schedules and/or generator reactive basepoints. 

  Contractual agreements need to be made with the TransCo for the ISO to provide bus voltage schedules, transformer tap settings, and switching orders for reactive devices. 

Optimal Power Flow (OPF)

  The OPF is a general-purpose tool using optimization techniques for performing steady-state network analysis. The OPF will be used for operator load flow, security analysis, and for optimization functions such as the SCOD, security enhancement, and VVS . The OPF shall be capable of finding solutions for various objective functions and for handling different types of network and operating constraints.  Although the OPF has been a part of the standard EMS software package in control centers for many years, it has had a dismal record of actual use by operators. It took the advent of open access and the competitive market to give OPF a new lease on life and a dubious respectability as the indispensable tool for nodal pricing and its variants, zonal and locational pricing.  
Dynamic Security Analysis (DSA)

  We expect the network to be susceptible to dynamic stability problems when open trading is in full swing (no pun intended). Voltage problems including voltage instability are more likely to occur than transient stability. The ISOCC will be provided with two tools for DSA, namely Transient Stability Analysis (TSA) and Voltage Stability Analysis (VSA).

  Both the TSA and the VSA will be used for either preventive control or emergency control. In the case of transient stability, preventive control would be hard to justify unless the stability margin is small and the probability of a disturbance is high. Emergency control for transient stability will depend upon pre-programmed generator tripping schedules for different system conditions. The TSA will make online updates of the tripping schedules downloaded to power plant controllers. Generator tripping will be activated by a triggering event signal transmitted to the power plant controller.  

  Preventive control with VSA will be a useful tool since the price of reactive power would be much less than that of active power. When the voltage stability margin is small as determined by VSA, emergency control may be activated primarily via load shedding. 

 C.    OPERATION DATA MANAGEMENT (ODM)

  The ISOCC will have an Operation Data Management (ODM) function that will be responsible for maintaining a central database for internal use by the ISO and for providing data for a public information system to support trading activities. 

ODM Database

  The ODM database will be a comprehensive repository (data warehouse) for market operation data, settlements data, and power system operation data. Historical, statistical, real-time, and load forecast information will be maintained in the database. Market operation data will include generation schedules, must-run schedules, unit price/output curves or tables, energy bids, and ancillary services data. Settlements data will include metering information,  billing data and statements.  Power system operation data will include generating unit measurements, unit status, state estimator output (from the TOCC), transmission network status, alarms and events, calculated values, and operation statistics.

  The ODM database, typically relational, should be able to support Internet, particularly Web-based messaging applications.

Public Information Publishing

  The public information publishing function of the ODM shall be responsible for collecting and disseminating market information as well as power system information relevant to market operations. The ODM will use a Web interface (server and browser) to the high-speed Extranet. Market participants connected to the Extranet via a Web browser will be able to enter bids, prices, and other trading data and to access public information made available by the ISO, using commercial Web browsers.

V. THE TO CONTROL CENTER (TOCC)

   In this example system, we assume the typical situation that there is an existing SCADA/EMS control hierarchy consisting of a National Control Center (NCC) and several Regional Control Centers (RCCs). The hierarchy is at least 10 years old, the hardware is obsolete, and only refurbished spare parts are available.

  The TOCC will be an outright replacement of the NCC of the existing  hierarchy. Migration from an old SCADA/EMS to an improved one is an unsatisfactory solution. The existing RCCs may be retained as data concentrators to be replaced eventually by PC-based systems with TCP/IP communication protocol. Essentially the TOCC hierarchy will play the role of a network data and control front-end for the ISOCC.
  A wide area network (WAN) operated as an Intranet will be created to link the NCC with the RCCs. The WAN will consist of a fiber optic backbone with either a dual counter-rotating ring (FDDI) topology or a redundant star topology with Ethernet switching hubs.  . 

   Switching operations via SCADA will be performed by the TO only for maintenance and repair outages. Line and equipment switching at the high-voltage levels, for restoration following disturbance outages, will be coordinated with the ISO. Restoration control at the lower voltage levels, particularly for radial lines, will be carried out by the TO without the need for directions from the ISO.

VI. THE BACKUP ISOCC

  In case the ISOCC is inoperable for an extended period of time and cannot be placed back in service without major repairs, the functionality of the ISO must be maintained on another platform at a different location. 

2.   As shown in Fig. 1, the ISOCC configuration will consist of redundant servers, one pair for each of the four functional groups of the ISOCC.  Traditionally, redundant processors or servers are installed in the same physical location, i.e., in the computer room of a control center. With computer networking there is no reason for continuing this practice of installing redundant servers in the same location. Servers can be located anywhere in the computer network. Taking advantage of this capability, the B-ISOCC platform can be realized without incurring extra costs in servers and network interfaces.  

3.   The B-ISOCC can be used normally as a center for training and software development.  
VII. THE ENTERPRISE/CONTROL NETWORK

4.   The design of the control system for the example restructured electricity sector as shown in Figure 1, is based on the concept of an enterprise/control network – the integration of information processing for business and financial transactions with control processes -- into one overall TCP/IP network. Interoperability in this network is facilitated with the use of Internet and World Wide Web technologies.  Note that TCP/IP, we have a SCADA Intranet, a TransCo Intranet WAN, and a public information Extranet.
5.    In the enterprise/control network, the databases are distributed among the various server nodes. Data is stored and maintained where it is created. For real-time functions, data transfers from source servers (including RTUs) are performed only when requested or when activated by an event.     

A. COMMUNICATION PROTOCOLS

 The successful performance of a network design depends on the use of industry standards. It is customary to characterize standards as being de facto or de jure but in reality, a standard is a standard only if it is widely used by the industry. In other words a so-called standard cannot be considered a standard if it is not, or does not become, de facto. To clarify this nuance, we will henceforth use the designation DFS (De Facto Standard) to refer to a standard in wide use.

6.   For computer networking the Internet Protocol Suite or commonly known as TCP/IP is the DFS that we will use. TCP/IP, the DFS communication protocol for the Internet, is implemented on all modern computer systems and in most industrial process controllers. We will not use the OSI Protocol Suite (not to be confused with the OSI reference model) because it failed to become a DFS in spite of support by governments of several countries. In our design, TCP/IP is used for the LAN, the Intranet WAN, the Extranet, and also for the RTU-Master Station communications. On top of TCP/IP, we propose to use the Inter-Control Center Communications Protocol (ICCP).

7.   Concerning the RTU-Master protocol, there are other DFSs such as the IEC 870-5-101 and DNP 3.0.  However we favor TCP/IP because we treat the RTUs and other remote intelligent systems as nodes in the enterprise/control network.  We also include in the SCADA network, the Remote Internet Unit (RIU), to be discussed later, which we envision to be the modern version of the RTU.

B. DISTRIBUTED COMPUTING  TECHNOLOGIES

  The ultimate enterprise/control network is made up of a distributed system of RISC workstations, PCs, mainframes, RTUs, PLCs, RIUs, with different operating systems, distributed databases with different formats, and applications possibly written in different languages. Interoperability and portability in distributed computing systems are basic  requirements for making  distributed computing and plug-compatibility work. 

  In the mainstream software industry, object/component technology led to the development of the phenomenally successful programming language, Java, and to the Object Request Broker (ORB) approach for transactions in enterprise networks.  Java has become a DFS for the Internet. A DFS for ORBs is the Common Object Request Broker Architecture (CORBA). CORBA or a CORBA-compliant ORB is a commercial middleware which facilitates interoperability.  Integral to CORBA is the Internet Inter-ORB Protocol (IIOP) protocol. 

  Other commercial middleware that may be used in the enterprise network are Enterprise JavaBeans (EJB) and Distributed Component Object Model (DCOM). Due to the widespread use of UNIX in business and institutions, and by leading SCADA/EMS suppliers, CORBA/IIOP and EJB appear to have the edge over DCOM for enterprise networks. This position would be further bolstered by the growing popularity of the open-source Linux for use in networks. 

  In the power industry, EPRI has taken the initiative and the leadership to develop standards for interoperability, with its CCAPI project. The new CCAPI reference model is based on the component model. A very important and valuable first result of the project is the Common Information Model (CIM) for EMS.  Some utilities and a few EMS vendors have already used CIM.  Approval of the IEC 61970-301, which will establish the EMS CIM as a standard, would help the CIM become a DFS.

C. WORLD WIDE WEB TECHNOLOGY 
·    It is well-known that the Web browser may be used for the MMI.  This implementation  would enable utility personnel with authorized access to the control center , to display power system information including station diagrams, at any location.  The user terminals, equipped with Web browsers, can be PCs or PDAs. This would be a low-cost and easily expandable approach  which may also be used for retrieving and displaying data from RIUs.  For the system operator, however, this display technique would not have the desired response performance unless special provisions are made. 

·    A major manufacturer is currently developing a SCADA design which not only overcomes the performance limitation of the Web browser MMI but has the capability for remote data collection and control. We refer to this design as a Web-based SCADA. The concept of a Web-Based SCADA considers the SCADA monitoring and control equipment at the power plants and substations as Remote Internet Units (RIUs). An RIU is linked to the SCADA Intranet and Web technology is for communications within the net.  

8.   The key element in the design is a single-board Network Interface Unit (NIU) which can be plugged into a standard process bus such as VME or Modbus. The NIU may also be interfaced with an I/O bus, a fieldbus, or a station LAN, any of which may have links to protective relay systems and IEDs.  Conceivably, the NIU can also be designed to interface with an existing RTU. The NIU  has a middleware with a Web server and a data management module.  In addition there is a network applications module for communications, supervisory control, and diagnostics.  The middleware and application software are all implemented in Java, and running under a Java operating system (JavaOS).

·   With the NIU in place, the designation, RIU, applies to conventional or intelligent RTUs, PLCs, and to local automation systems with the possible integration of protective relaying, fault recording, and other IEDs.  

VIII. THE CONCEPTUAL CONFIGURATION
9.   Figure 1 shows the overall configuration for the example restructured electricity sector. The configuration is an enterprise/control network that is the integration of business and financial processing with real-time control. In essence, we have just one homogeneous network based on TCP/IP encompassing the control rooms, operator and coordinator workstations, the WAN Intranet, the public Extranet, and the SCADA Intranet.  

  We summarize the highlights of the design as follows:

1. .A new SCADA/EMS for the ISOCC on a redundant Ethernet/TCP/IP network architecture using a redundant fiber optic switching hub. The ISOCC platform will be made up of redundant servers for DAC, MO, ST, PSO, and ODM.

10. Ethernet/TCP/IP communications (SCADA Intranet) between the ISOCC DAC servers and the RTUs located at each of the power plants of the GenCos and the IPPs. ICCP on top of TCP/IP used for communication protocol.

11. High-speed Extranet linked to the ISOCC via a Web Server and a Firewall. All market players via commercial Web browsers can access the Extranet.

12. The ISOCC linked with a separate Metering system.

13. Existing SCADA/EMS hierarchy replaced by a new  TOCC hierarchy. EMS functions deleted except for state estimation, operator load flow, and other off-line network analysis functions.

14. The NCC and the RCCs of the TOCC hierarchy interconnected via an Intranet WAN. 

15. The ISOCC and the TOCC installed in separate locations, preferably in different buildings, and linked via the network.

16. A backup ISOCC  (B-ISOCC), installed in a separate, distant location. The B-ISOCC created by utilizing the redundant set of servers and interfaces of the ISOCC.

IX. SUMMARY OF ENABLING TECHNOLOGIES

·  The liberalization of the electricity sector calls for a review of how to operate and control the new utility structures. To carry out power system operation and control in the new environment, various software, hardware, and networking  technologies should be applied.  Those discussed in this paper include:

· New or modified EMS functions: Load-following AGC; SCOD; OPF; VVS; DSA (TSA and VSA)

· Enterprise/Control Network using Internet and Web technologies for: the ISO, Transco Intranet WAN, public information Extranet, and SCADA Intranet.

· De Facto Standards for communications and client/server interoperability; commercial middleware CORBA/IIOP, EJB, DCOM, plus CORBA-compliant ORBs

· Web-based SCADA with Java-powered RIUs
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FIG. 1 – THE OVERALL CONCEPTUAL CONFIGURATION
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� There could be several TransCos but for simplicity’s sake only one is assumed. 


� This generation mix is typical of many developing countries.
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