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Testing Hypothesis with Table Data

Several Types of χ2-tests:

The following tests give rise to test statistics that follow a
χ2-distribution under their appropriate null (hypothesis)

Test of Goodness of fit
Test of independence
Test of homogeneity or (no) association
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Recall: Properties of the χ2-distribution



A family of χ2-distributions



Critical values of χ2



The χ2-table



The χ2-table via the R software
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The χ2 goodness-of-fit test
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The χ2 goodness-of-fit test



Example: Handgun survey



Example: Handgun survey



Example: Handgun survey
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The χ2 test of independence
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The χ2 test of independence
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The χ2 test of no association (homogeneity)
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Example: treatment response



Example: treatment response



Example: treatment response
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Quanitfying Associations
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Correlation Analysis



Correlation Coefficients



Correlation Coefficients



Correlation Coefficients



To Remember



To Remember



Examples



Examples



Examples



Examples



Association and Causality



Bradford Hill’s Criteria for Causality
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Simple Linear Regression (SLR)
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Example

Boxplot of % low income by education level:



Simple Linear Regression: Regression Line



Regression Analysis represented by Regression Line
Equation



Interpretation of Regression Model Components



Interpretation of Regression Model Components



Why is Linear Regression so popular?

Linear regression can refer to simple linear regression (one predictor)
or multiple linear regression (more than 1 predictor)

Linear regression naturally extends to quadratic, cubic . . . regression
to investigate curvilinear relationships

Linear regression is flexible, since it can deal with

binary X

continuous X
categorical X
confounders
interactions (leading to k-order regression models)



Example: Galton’s study on height



Example: Galton’s study on height



Regression Formalism I



Regression Formalism II



Regression Formalism: Model Assumptions

The regression formalism naturally leads to four model assumptions:

The relationship is linear
The errors have the same variance
The errors are independent of each other
The errors are normally distributed

When we satisfy the assumptions, it means that we have used all of
the information available from the patterns in the data.

When we violate an assumption, it usually means that there is a
pattern to the data that we have not included in our model, and we
could actually find a model that fits the data better.



Regression Formalism: Geometric Interpretation



Another example: City education versus income



Another example: City education versus income
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Where is our Intercept?
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Need for Centering

As in the “City education versus income” example:



Centering

Use c = 12, as education level to center with:



Centering - New Regression Equation / Interpretation



Using Sample Data to Estimate the Truth

So far, we have presented our fitted regression line as

ŷi = β0 + β1xi ,

without having said anything about how to obtain the “best” such
regression line.



Using Sample Data to Estimate the Truth

Note: Sometimes linear regression is referred to as “least squares
regression”. This has to do with the fact that a criterium of
“minimizing squared deviations from the mean” is often used to
estimate the parameters of the regression model. However, other
estimation methods exist (beyond the scope of this course).

Hence, since we actually used a sample to estimate the population
regression line, a more accurate notation would have been

ŷi = β̂0 + β̂1xi



Drawing Conclusions about Population Associations



Hypothesis Testing in Regression

Formulation of null hypothesis, alternative hypothesis, derivation of test
statistic:



Hypothesis Testing in Regression

Would you have expected this statistic to follow a t-distribution?



Hypothesis Testing in Regression

Would you have expected this statistic to follow a t-distribution?

Summary table:Confidence intervals for difference in means



Example: Education



Example: Education



The use of Confidence Intervals

It becomes easy once you have a pivotal quantity identified:



The use of Confidence Intervals
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Statistical Modeling

General Approach:
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Statistical Modeling

General Approach (continued):



Model Validity Checks



Model Validity Checks

What do we have to check?



Model Validity Checks

How do we have to check?



Residual Plots



LINE: Linear relationship



LINE: Linear relationship

In applied statistics, a partial regression plot attempts to show the
effect of adding an additional variable to the model (given that one
or more independent variables are already in the model).

Partial regression plots are also referred to as added variable plots or
adjusted variable plots.

Partial regression plots are formed by:
1 Computing the residuals of regressing the response variable against

the independent variables but omitting Xi
2 Computing the residuals from regressing Xi against the remaining

independent variables
3 Plotting the residuals from 1. against the residuals from 2.



LINE: Independent observations

The relevant question here is: Are all the subjects surveyed
independent of one another?

In order to answer this question, one needs information about how
the data were collected . . .

Can the “independence assumption” be assessed graphically?



LINE: Independent observations

Can the “independence assumption” be assessed graphically?

If the lag plot (Yi versus Yi−1) is without structure, then the randomness assumption

holds . . .



LINE



LINE



Graphical Model Validity Checks

Plotting y versus x



Graphical Model Validity Checks: Residual Analysis

Standardized residuals:



Graphical Model Validity Checks: Residual Analysis



Example 1: Residual Analysis on Health Status



Example 2: Non-linearity



Example 3: Outliers



Example 4: Non-normality



Example 5: Heteroscedasticity



Minimal Practice: Fit a regression line and . . .



Check model assumptions

For instance, plot residuals versus x :



Check model assumptions

Compute standardized residuals:

Note that for a normal distribution, About 68.27% of the values lie within 1 standard

deviation of the mean. Similarly, about 95.45% of the values lie within 2 standard

deviations of the mean. Nearly all (99.73%) of the values lie within 3 standard

deviations of the mean



Check model assumptions

Plot standardized residuals versus x :

Model fit: Residual pattern for people with very little experience?



Caution: Outliers Check



Caution: Normality Check



Caution: Homescedasticity Check



Recapitulation

Questions?
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